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Abstract

Over the years, mathematical models have become increasingly complex. Rarely can we accurately model a process using only linear or quadratic functions. Instead, we must employ complicated routines written in some programming language. At the same time, most algorithms rely on the ability to exploit structural features within a model. Thus, our ability to compute with a model directly relates to our ability to analyze it.

Mathematical programs exemplify these difficult modeling issues. Our desire to accurately model a process is mediated by our ability to solve the resulting problem. Nonetheless, many problems contain hidden structural features that, when identified, allow us to transform the problem into a more computable form. Thus, we must develop methods that not only recognize these hidden features, but exploit them by transforming one problem formulation into another.

We present a new domain specific language for mathematical programming. The goal of this language is to develop a system of techniques that allow us to automatically determine the structure of a problem then transform it into a more desirable form. Our technical contribution to this area includes the grammar, type system, and semantics of such a language. Then, we use these tools to develop a series of transformations that manipulate the mathematical model.
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Chapter 1

Introduction

Mathematical programming refers to a collection of formal methods used to model and optimize a complicated process. These processes arise in many different settings such as minimizing the operating cost of an airline[14] or describing the optimal layout of a microprocessor[6]. The goal of solving these problems is to find an optimal set of parameters that characterize the original system.

Although there exist a wide variety of tools that can solve a mathematical program, these tools rarely understand the model in its natural form. Manually transforming one form to another is difficult and error prone. Therefore, most analysts use a modeling language. Modeling languages allow a user to describe a problem in general terms. Then, this description is converted into a form that the solver understands.

Once we model a problem, we still must choose which solver to use. The structure of the problem predicates this decision. For example, when the problem contains only linear functions, we may use a solver built upon the simplex method. A different problem may necessitate a different solver. This decision becomes more difficult when these structural components are not explicit. Frequently, we must transform one formulation to another in
order to take advantage of certain properties.

This problem becomes more challenging when we model our process with a general purpose code such as C. In this case, the mathematical properties of the routine are well hidden. As a result, we may be forced to use less powerful algorithms than what the problem dictates. Alternatively, we may be forced to transform the routine into some auxiliary form by hand.

As a result, we must develop the capacity to automatically analyze a general purpose routine. Then, we can transform the result into an alternative form. Of course, this is a very difficult goal. Thus, as a first step, we can instead develop and apply the same sort of tools and techniques to a modeling language. Simply, modeling languages represent a restricted subclass within general purpose routines.

We propose a new domain specific language for mathematical programming. The core of this research lies within two areas: clear, concise semantics that accurately represent a mathematical program and a rich type system that allows us to ascertain the mathematical properties of a particular problem instance. Based on this foundation, we define a series of transformations and prove their correctness.

1.1 General Purpose Routines

When we refer to the analysis of a general purpose routine, we mean the following. Consider the C function

```c
double linear(double *x){
```
Certainly, this routine is equivalent to the function \( x \mapsto x_1 + 2x_2 + 3x_3 + 4x_4 + 5x_5 \). Thus, we see the routine represents a nice, linear function. Yet, virtually all linear programming solvers cannot understand this form. Even if a solver could call this routine, it cannot guarantee its linearity.

Ultimately, we wish to communicate this information to a solver. When a solver does not understand this form, we want to transform the problem into one the solver does. However, for the time being, we focus our efforts toward modeling languages. This same situation occurs albeit in a different form within these languages.

### 1.2 Transformation

Transformations provide us one powerful technique for taking advantage of structure. In the simplest possible case, let us consider a problem of the form

\[
\min_{x \in \mathbb{R}} ax \quad \text{st} \quad bx \geq |x|
\]
This problem is almost linear, but the constraint contains a nonlinear, nondifferentiable term, $|x|$. If we recall the definition of absolute value, this constraint states that $bx \geq \max(x, -x)$. However, when $bx$ is greater than the maximum of both $x$ and $-x$, it must be greater than both terms separately. This allows us to reformulate the problem into

$$\min_{x \in \mathbb{R}} \ ax \quad \text{st} \quad bx \geq x$$

$$bx \geq -x$$

In this new problem, all functions are linear. Therefore, we can employ much more powerful algorithms to solve this formulation than the first. Now, we may question whether we need a computer tool to convert the constraint $bx \geq |x|$ into $bx \geq x$ and $bx \geq -x$. Certainly, we can easily recognize and manipulate this constraint by hand. However, in many cases this situation is less clear.

Let us consider the max-cut problem from graph theory. Consider a graph whose edges contain nonnegative weights. When two nodes are disconnected, we assume an edge exists with weight zero. For example, the following diagram denotes a suitable graph

![Graph Diagram](image)

The goal of the max-cut problem is to divide the nodes of a graph into two sets such that we maximize the sum of the weights that pass between the two sets. Using the same graph
as above, the following denotes a partition

The weight of this cut is 41. In order to model this problem, label each node in the graph with a unique index. Then, let $w_{ij}$ denote the weight of an edge that connects node $i$ to node $j$. This allows us to model the problem as

$$\max_{x \in \{-1,1\}^n} \frac{1}{4} \sum_{ij} (1 - x_i x_j) w_{ij}$$

The designation of $x_i$ as 1 or $-1$ denotes whether node $i$ belongs to the first or second set. Notice that when $x_i$ and $x_j$ have the same sign, the term $1 - x_i x_j = 0$ and $w_{ij}$ does not contribute to the weight of the cut. When we want an upper bound on the solution, we can alternatively solve the following semidefinite program

$$\max_{x \in \mathbb{R}^n, X \in S^n} \frac{1}{4} \text{tr}(WX) + \frac{1}{4} \text{tr}(WE)$$

subject to:

$$X_{ii} = 1$$

$$\begin{bmatrix} 1 & x^T \\ x & X \end{bmatrix} \succeq 0$$

where $W_{ij} = w_{ij}$ and $E$ denotes the matrix of all ones. Since this problem is nice and
convex, it is vastly easier to solve than the first. However, this representation looks nothing like the original problem. In fact, it provides no indication that it is related to a max-cut problem at all. Nevertheless, there exists an intimate connection between the two and it is possible to derive the second formulation from the first in a mechanical fashion.

This example highlights two difficulties that arise during modeling. First, an algebraic model should be correspond closely to the specification of the problem. This helps us easily spot and diagnose problems in the original formulation. Second, any change the original problem necessitates a change to the reformulation. When the reformulation from one problem to another is complicated, filtering through any changes can be difficult.

1.3 Analysis

In many cases, identifying structural features requires more work. In the following example, we discuss the automated transformation of a constraint containing the chained singular function[20]

\[
c(x) = \sum_{i \in J} (x_i + 10x_{i+1})^2 + 5(x_{i+2} - x_{i+3})^2 + (x_{i+1} - 2x_{i+2})^4 + 10(x_i - 10x_{i+3})^4
\]

where \( J = \{1, 5, \ldots, n - 3\} \) and \( n \) is a multiple of 4. It is known that a constraint of the form \( y \geq c(x) \) can be transformed into a second-order cone constraint[51]. Let us investigate one possible reformulation.
In the most simple case, we have a constraint of the form

\[ y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + (x_2 - 2x_3)^4 + 10(x_1 - 10x_4)^4 \]

By introducing two auxiliary variables, we can reformulate this constraint into

\[ y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + u + v \]
\[ u \geq (x_2 - 2x_3)^4 \]
\[ v \geq 10(x_1 - 10x_4)^4 \]

Now, since the square of any real number is positive, we can further expand this system into

\[ y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + u + v \]
\[ u \geq s^2 \]
\[ s \geq (x_2 - 2x_3)^2 \]
\[ v \geq t^2 \]
\[ t \geq 10(x_1 - 10x_4)^2 \]

At this point we notice that the variables \( u \) and \( v \) serve mostly as place holders. Thus, we
can simplify this system slightly into

\[ y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + s^2 + t^2 \]
\[ s \geq (x_2 - 2x_3)^2 \]
\[ t \geq 10(x_1 - 10x_4)^2 \]

Before we continue, let us consider a transformation common to convex cone programming. Consider a constraint of the form

\[ 0 \geq x^T A^T A x + a^T x + \alpha \]

Through clever manipulation, we can reformulate the constraint into

\[
\begin{bmatrix}
1 - c^T x - \gamma \\
2A x \\
1 + c^T x + \gamma
\end{bmatrix} \succeq_Q 0
\]

where \( \succeq_Q \) represents the partial order defined by the second-order cone. In other words, we can transform a convex quadratic constraint into a second-order cone constraint. This new formulation is desirable since it allows us to employ special algorithms designed for second-order cone programs.
Now, let us return to our original problem. It turns out that each of the constraints

\[ y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + s^2 + t^2 \]
\[ s \geq (x_2 - 2x_3)^2 \]
\[ t \geq 10(x_1 - 10x_4)^2 \]

is both convex and quadratic. Therefore, we can reformulate them into second-order cone constraints. However, they do not possess the nice canonical form

\[ 0 \geq x^T A^T Ax + a^T x + \alpha \]

Certainly, we should not constrain the user to this representation. Further, we claim it is unreasonable to even ask them to prove whether a function is convex or quadratic. It is a property that may be difficult to determine. As a result, we must analyze and determine this property automatically.

1.4 Overview

Our solution to these problems lies in the design of a new modeling language. The design consists of four separate parts: grammar, type system, semantics, and transformations.

The grammar specifies the internal structure of a mathematical program. For example, we specify that all problems must begin with the keyword \texttt{min} followed by the objective function. The objective function must be followed by the keyword \texttt{over} followed by vari-
ables, etc. While this specification is rigid, it serves as an analytic vessel. Thus, the user may specify a problem in a much friendlier syntax.

Next, we define a type system. The type system serves two purposes. First, it insures that a mathematical program is well-formed. In other words, it prevents absurd statements such as $y \geq x^{\alpha y}$. Second, we use the type system to assert properties about our problem. This is how we determine whether a function is convex, a polynomial, or monotonic.

Once we define the type system, we specify the semantics of our language. Up until this point, we essentially define a series of rules that manipulate grammar. The semantics assign an unambiguous mathematical meaning to this grammar. Once we define this meaning, we prove that our system is consistent. In other words, we prove that all well-typed programs correspond to actual mathematical programs. We also prove that when our type system asserts a certain property such as convexity, this property must hold. This gives us confidence that our design is correct.

Finally, we use this machinery to design a series of transformations. Each transformation maps one piece of grammar to another. Then, we use the semantics to prove that this reformulation is correct. Although there are an innumerable number of possible transformations, we focus on those necessary to reformulate our examples above. This provides good balance of transformations that reformulate convex and nonconvex problems.
Chapter 2

History

The study of modeling languages for optimization combines research from optimization, mathematical modeling, semantics, and type systems. As each of these areas possesses its own unique history, we do not provide a comprehensive chronicle of their results. Instead, we summarize many of the important developments of each area and highlights how these ideas intersect.

2.1 Optimization

Modern methods for computational optimization originated in 1947 with George Dantzig [25, 26]. At the time, Dantzig was tasked with solving transportation problems for the Airforce. These problems required a scheduler to optimize a linear objective function bounded by linear constraints. In order to solve this problem more efficiently, Dantzig developed an algorithm called the simplex method. The simplex method finds the solution of a linear program by traversing the vertices of the feasible region. Although the algorithm is combinatorial in nature and may run in exponential time, the algorithm finds a solution very quickly in practice. To this day, it remains one of the most important algorithms to solve linear
programs. It is implemented by many high performance packages such as CPLEX\cite{12}.

Since the simplex method relies on the structure of a linear program, it is not well-suited toward nonlinear programming. Thus, algorithms that solve nonlinear programs developed relatively independently from linear programming. The conditions for optimality of a constrained nonlinear program were developed by Karush in 1939 during his Masters thesis\cite{47}. Khuhn and Tucker rediscovered this result in 1951\cite{52}. Later, these conditions became known as the KKT conditions. This work was pivotal since it characterized conditions for optimality as a system of nonlinear equations that could be solved using Newton’s method. During the 1960’s, penalty and barrier methods became popular\cite{31}, but fell out favor since they lacked numerical stability. During the 1970’s, sequential quadratic programming\cite{74, 38, 13} and augmented lagrangian methods\cite{43} were developed and they remain popular to this day. However, one of the most important developments in optimization history came during the 1980’s with the interior point revolution\cite{75}.

In 1979 Khachian developed the ellipsoid method for linear programming\cite{48}. It was the first algorithm developed that solved a linear program in polynomial time. It differed from the simplex method since it generalized ideas from nonlinear programming and did not rely the the combinatorial nature of the feasible region. Unfortunately, the algorithm did not perform well in practice and fell out of favor. In 1984, Karmarkar announced a new polynomial time algorithm for linear programming\cite{46} that was far more efficient than the simplex method in practice. Although details of his work remained absent at the time, his algorithm was later shown to be equivalent to a logarithmic barrier function applied
to a linear program[39]. In practice, the algorithm was efficient, but not as revolutionary as originally announced. Nevertheless, it was a very important discovery since it began the unification between the theory of linear and nonlinear programming. Algorithms that used this new approach became known as interior point methods. Since the 1980’s, interior point methods became an important and popular method for both linear and nonlinear programming.

In 1988 Nesterov and Nemirovski proved that polynomial-time algorithms could be extended to convex programs[60]. This led to the study of semidefinite and second-order cone programs during the 1990’s[72]. This work was significant since it was the first time an efficient algorithm existed that found the global solution of a broad class of nonlinear programs outside of geometric programming[29, 28, 30]. In fact, as these algorithms became more mature, the distinction between linear and nonlinear programming became less pronounced. Instead, it became useful to distinguish between convex and nonconvex programs.

Although convex programs can be solved in polynomial time, efficient solvers based on this theory have only been realized for linear, second-order cone, and semidefinite programs. Although many high quality solvers exist for linear and semidefinite programming [15, 71, 36, 8, 69], only two can additionally solve second-order cone programs. As an alternative approach, some solvers can solve general convex programs very quickly using specialized algorithms from nonlinear programming[1], but generally can not represent matrix constraints necessary for semidefinite programming.
2.2 Mathematical Modeling

As algorithms to solve optimization problems evolved, so did the technology to represent them. Prior to the 1970’s, interfacing to solvers was largely problem and solver dependent. In the late 1970’s and early 1980’s MPS files became the standard format to represent problems. MPS files store a problem using well-defined, very rigorous format. Since the format was not designed to create problems by hand, another application called a matrix generator[7] was needed to create an MPS file. Frequently, matrix generators were custom Fortran programs.

In the late 1970’s, the World Bank funded the development of an algebraic modeling language for optimization called GAMS[11, 17]. This approach differed from that of matrix generators since it allowed a mathematical model to be represented in its algebraic form at a very high level[32]. It also allowed users to represent their problem over sets of data rather than rigidly defined indices. This improved the model’s readability and reliability. Over the years, GAMS continued to evolve as it incorporated additional algebraic structures. It remains one of the more popular modeling languages.

In the early 1980’s, Bell Labs became interested in small specialized programming languages for specific applications. After Karmarkar made his announcement of a new polynomial time algorithm for linear programming, David Gay, Bob Fourer, and Brian Kernighan began work on a language called AMPL[33, 34]. Similar to GAMS, the goal of AMPL was to provide a high-level algebraic description of a problem. A key feature of this was a flexible approach to defining sets of data. As AMPL developed, it supported many
new features such as stochastic programming. It remains a popular tool to this day.

In 1989, Peter Piela developed a new object-oriented, strongly typed modeling language for chemical processes called ASCEND[62]. Piela was partly motivated by the lack of formal semantics in modeling languages such as GAMS. Later, this led to the formal study of ASCEND’s semantics by Bhargava, Krishnan, and Piela[9, 10]. ASCEND’s design lies in stark contrast to most available modeling languages. It remains one of the only modeling languages formally designed, studied, and still used.

In 1990, Fernando Vicuna became the first person to develop formal semantics for a modeling language[73]. During his thesis, he cited inconsistencies in the semantics of GAMS, LINGO, and AMPL. Motivated by these problems, he developed the formal semantics of a modeling language called SML using attributed grammars. While the language SML never became popular, this work remains important since it demonstrated the necessity and utility of formal techniques applied to the design of a modeling language.

Although Vicuna and Bhargava et al. were the first to study the semantics of modeling languages, they were not the last. In 1994, Neustadter analyzed the semantics of what he termed executable modeling languages[61]. This encapsulated any algebraic modeling language processed by a computer. In 1995, Hong and Mannino studied the denotational semantics of the Unified Modeling Language, $\mathcal{L}_U$[44]. This work was notable since it was the first time the denotational style of semantics was applied to a modeling language.

In 1994, Gahinet, Nemirovskii, Laub, and Chilali developed the LMI toolbox[37]. The toolbox was implemented as an object oriented library inside of MATLAB. Up until this
point, there was no tool available that allowed the algebraic formulation of a semidefinite program. In addition to the modeling utility, the toolbox came packaged with a solver based on Nemirovskii and Gahinet’s projective algorithm[59]. Unfortunately, the solutions produced by the solver were extremely poor. Therefore, the toolbox fell out of favor once alternative solvers became available.

In 2001, Johan Löfberg developed a MATLAB modeling tool called YALMIP[56]. Originally, it was designed to allow the algebraic specification of linear matrix inequalities. Later, it was extended to model a broad class of optimization problems. Unlike the LMI toolbox, YALMIP was not tied to a particular solver. This led to a much larger user base than the LMI toolbox.

In 2005, Michael Grant developed a new language called CVX during his dissertation at Stanford[41, 42]. Although YALMIP could model convex cone programs, formulating them was often difficult. Frequently, a cone program was created by reformulating a non-linear program. CVX automated many of these transformations. Michael advocated an idea called disciplined convex programming. In this approach, new models are created from a toolbox of functions that are known to be convex. These functions are manipulated by a series of transformations that are known to preserve convexity. His ideas were realized in a MATLAB toolbox. Subsequently, YALMIP incorporated many of these techniques.
2.3 Semantics

The term semantics embodies three separate, but related fields in linguistics, logic, and computer science. In each case, the goal of semantics is to assign meaning to some object. In linguistics, the goal is to assign meaning to spoken language[16]. In logic, foundational questions are asked about meaning of truth. In computer science, meaning is assigned to a piece of code.

The semantics of logic originated in article by Frege[35] written in 1892. Frege discussed how the statement $a = b$ differed from that of $a = a$. In order to analyze this question, he differentiated between the sense of a statement and its nominatum. Although the nominatum of sentence could be defined in many different ways, he argued the correct definition was the statement’s truth value. Then, he reduced the question to whether one sentence could be replaced with another. He concluded that even if two statements had the same truth value, if they differed in sense, they were not the same. Therefore, the statement $a = b$ was not equivalent to $a = a$ even when $a$ and $b$ possessed the same truth value.

Later, Tarski considered the semantic meaning of truth[70]. In his discussion, he analyzed the liar’s paradox, ”This statement is false.” He argued the paradox arose because it was posed in a semantically closed language. A semantically closed language contained, in addition to its expressions, the names of the expressions as well as the concept of truth. In this way, a sentence could refer to the truth of itself. To resolve this antinomy, he employed two separate languages: the object language and the meta-language. The object language was the language under discussion. The meta-language was the language used to talk about
the first. In this framework, the liar’s paradox could not be posed.

The formal semantics of computer languages arose out of necessity. In 1960, the report for Algol 60 was first published[3]. The language introduced many new features, but the semantics were given in prose. As a result, there existed many ambiguities in the design. Later, a revised report was published in an attempt to resolve these ambiguities[4]. Even after the revised report, many problems still existed[50]. It became clear, that formal methods were necessary to specify the semantics of a language.

In 1964, Landin noticed a many similarities between lambda calculus and programming languages[53]. Later, he commented more specifically about the similarities with Algol[54, 55]. He postulated that the semantics of Algol 60 could be specified by lambda calculus. In essence, the discussion of semantics would be reduced to describing the object language by the meta-language. This idea influenced the design of many other languages such as PL/I[57].

In 1971, Scott and Strachley reconsidered the use of lambda calculus as a meta-language [67, 66, 68]. Although lambda calculus provided a relatively clear semantics, they viewed it as an operational calculus rather than a mathematical semantics. Instead, they defined a series of rigorously defined domains. These domains included both syntax and mathematical objects. Then, they defined a set of functions that mapped one domain to another. These functions mapped a piece of syntax to its meaning. By restricting themselves to partially ordered domains that contained a bottom element and monotonic, continuous functions, they could model even non-terminating, recursive functions. Their work formed the foundation
of denotational semantics.

In 1985, Cousineau, Curien, and Mauny developed a new kind of denotational semantics for languages based on lambda calculus[22]. They noticed that cartesian closed categories provided the correct framework for modeling lambda calculus. As a result, they could map a program to a category. A morphism in the category could be thought of as a series of commands executed by a compiler. This led to the development of the OCaml programming language[58, 2, 63].

2.4 Type Systems

The theory of types originated when Bertrand Russell proposed a paradox within the framework of Frege’s set theory[64, 65]. He found that the set of all sets that do not contain themselves led to a contradiction. In order to solve this antinomy, he proposed a hierarchy of propositional functions. The lowest level contained propositions that did not contain variables. These were called elementary propositions or individuals. The next level contained propositions whose variables ranged over terms in the level below. In this way, he avoided what he termed the, "vicious-circle principle.”

In 1932, Church introduced lambda calculus as a new formal system of logic that aimed to avoid Russell’s paradox[18]. Instead of using types, he divorced the law of excluded middle. He contended that this law led to Russell’s and other paradoxes. Later, Church’s students proved that this system was inconsistent as it was suffered from a variant of Richard’s paradox[49]. Despite this difficulty, the system proved to be surprisingly
expressive. In 1940, Church incorporated type theory into lambda calculus which led to a consistent theory[19].

In 1936, Curry discovered a connection between types assignable to combinators and logical implications[23]. This connection was clarified in a paper published in 1942[24]. As the link between combinatory logic and lambda calculus became clear, this meant there was a direction connection between a program written in lambda calculus and a mathematical proof. This idea became known as the Curry-Howard correspondence[45].

Types were intimately connected to programming languages from their inception. When Fortran was designed, it contained only two types: integers and floating point numbers[5]. At the time, programmers used these types for performance rather than correctness reasons. Subsequent programming languages such as Algol and Pascal used types as a way to eliminate common programming errors. Certainly, these languages introduced many additional kinds of types such as characters or structures. However, fundamentally these types were relatively primitive.

Gordon, Milner, and Wadsworth introduced a new language called ML in 1979[40]. By this point, the connection of lambda calculus to programming languages was clear. Thus, there was great interest in creating languages suitable for proving theorems. As such, ML included a much richer variety of types such as universal quantifiers and arrow types. In addition, it did not require explicit type annotations as it was able to infer type information by employing the Hindley-Milner type inference algorithm. Originally intended for use with the proof system LCF[40], ML and its variants also formed the foundation for the
systems NuPRL[21] and Coq[27].
Chapter 3

Grammar

While we understand mathematical programming and transformations in mathematical terms, our goal is to rigorously develop a blueprint for a new language. We begin by developing the grammar of the language. The grammar defines how the language should look. For example, we can stipulate that all mathematical programs must start with either \textit{min} or \textit{max} followed by a function. In addition to developing grammar for the language, we must also develop grammar for a system of types. Types represent properties that an expression may possess. For example, the statement $1 + 2$ has type integer which asserts that the expression must evaluate to an integer. While we develop the grammar for types now, we discuss the rules that define the type system later.

3.1 Preliminaries

Generally, there are two kinds of grammar. The abstract syntax defines an internal representation that is convenient for manipulating a program. The concrete syntax defines what a programmer must actually type. Certainly, there is a link between the two, but we focus on the abstract syntax. While this form may seem arcane at times, it is important to
stress that a programmer is not restricted to using this syntax. The concrete syntax takes a much friendlier form.

We define grammar using what is called Backus-Naur form (BNF). It is a notation that inductively defines the structure of a language. For example, we define an extremely simple calculator with the grammar

\[ e \in E ::= c \mid f\{e, e\} \]

where \( \{e, e\} \) denotes a tuple of expressions. This states that an expression is either a constant or a binary function. These functions can include algebraic operations such as addition, subtraction, multiplication, and division. It can also include logical operations such as \( or \) and \( and \). Using this grammar, we can define the program

\[ +\{\star\{1, 2\}, 3\} \]

which we abbreviate as

\[ 1 \star 2 + 3 \]

Notice that we did not build operator precedence into this definition. This is a detail built into the concrete syntax, not the abstract.

Types also have grammar. For example, associated with the grammar above, we define types

\[ t \in T ::= \mathbb{B} \mid \mathbb{Q} \]
In other words, every expression must be a boolean or a rational.

Finally, we must also define grammar for a device called a context. The context will contain type information about each of the built-in functions. We define the grammar for the context as

\[ \Gamma \in G ::= \{ f : \{ t, t \} \rightarrow t \}^n \]

where \( \{ \}^n \) denotes a sequence of length \( n \) indexed by \( j \). Using this grammar, we can define the context

\[
\begin{align*}
\{ + : \{ \mathbb{Q}, \mathbb{Q} \} & \rightarrow \mathbb{Q}, \\
- : \{ \mathbb{Q}, \mathbb{Q} \} & \rightarrow \mathbb{Q}, \\
\ast : \{ \mathbb{Q}, \mathbb{Q} \} & \rightarrow \mathbb{Q}, \\
/ : \{ \mathbb{Q}, \mathbb{Q} \} & \rightarrow \mathbb{Q}, \\
and : \{ \mathbb{B}, \mathbb{B} \} & \rightarrow \mathbb{B}, \\
or : \{ \mathbb{B}, \mathbb{B} \} & \rightarrow \mathbb{B}
\end{align*}
\]

The context becomes important during the definition of typing rules.

### 3.2 Formal Definition

We build our mathematical program from a series of model functions. Since the type of these functions will be central to our understanding of the language, we present their grammar first.
Our language determines whether a model function is convex, a polynomial, or monotonic. We represent the convexity of a function as one of four possible cases. A function is either affine, concave, convex, or something unknown. Similarly, we represent the polynomality of a function as one of four possible cases. A function is either constant, linear, quadratic, or something unknown. Notice that we not only determine whether a function is a low-order polynomial, but we also determine the coefficients associated with the function. Next, we represent the monotonicity of a function as one of four possible states. Either a function is constant, increasing, decreasing, or something unknown. In addition, we determine the codomain of each model function. The codomain must lie within the set of real, integer, zero-one integer, or plus-minus one integer numbers. We combine all four of these properties into a single type \(\langle c, p, m, o\rangle_{ij}^{mn}\) which represents a matrix of the above properties of size \(m \times n\) indexed by \(i\) and \(j\). Additionally, we determine whether the codomain of the resulting

<table>
<thead>
<tr>
<th>Type</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convexity</td>
<td>(c \in C := / \mid ~ \mid \sim \mid \perp)</td>
</tr>
<tr>
<td>Polynomality</td>
<td>(p \in P := \alpha \mid (\alpha, a) \mid (\alpha, a, A) \mid \perp)</td>
</tr>
<tr>
<td>Monotonicity</td>
<td>(m \in M := - \mid \nearrow \mid \searrow \mid \perp)</td>
</tr>
<tr>
<td>Codomain</td>
<td>(o \in O := \mathbb{R} \mid \mathbb{Z} \mid {0, 1} \mid {-1, 1})</td>
</tr>
<tr>
<td>Symmetry</td>
<td>(y \in Y := \sharp \mid \perp)</td>
</tr>
<tr>
<td>Types</td>
<td>(t \in T := {(c, p, m, o)_{ij}^{mn}, y} \mid \eta)</td>
</tr>
<tr>
<td>Domain</td>
<td>(d \in D := o^{mn} \mid S^n)</td>
</tr>
<tr>
<td>Function Context</td>
<td>(\Gamma \in G := {f : {t_i^m \rightarrow t_j^n}})</td>
</tr>
<tr>
<td>Decision Variable Context</td>
<td>(\Sigma \in S := {x \mid d}_i^n)</td>
</tr>
</tbody>
</table>
matrix function is symmetric or unknown. This combined with the naturals and constraints form the types that expressions may inhabit. Next, the domain of each model function is defined by the domain of the decision variables. This can be a matrix domain of any of the above sets or a real symmetric matrix. Finally, we define two contexts. The first contains the type of the predefined functions while the second contains the type of the decision variables. The syntax \( \{x\}_i^n \) denotes a sequence of elements \( n \) long indexed by \( i \). We define the empty sequence by \( \{\} \) and the concatenation of two sequences as \( \{x\}_i^m, \{y\}_j^n \). In addition, we frequently omit indices when they are obvious. For example, \( \{(c, p, m, o)_{ij}, y\}_k^p \) denotes a list of model function types. The notation \( c_{kij} \) denotes the \( (i, j) \)th convexity property of the \( k \)th argument.

For example, let us consider the properties of the function

\[
X \in \mathbb{R}^{2 \times 2}, y \in \mathbb{R}^2 \mapsto Xy = \begin{bmatrix} X_{11}y_1 + X_{12}y_2 \\ X_{21}y_1 + X_{22}y_2 \end{bmatrix} = \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix}
\]

This function maps \( \mathbb{R}^{2 \times 2} \times \mathbb{R}^2 \) to \( \mathbb{R}^2 \). Since the codomain is not square, the result cannot be symmetric. In addition, when we consider the functions \( f_1 \) and \( f_2 \), we see that each function is bilinear (quadratic), not convex, nor increasing. We represent these properties with the type

\[
\left\{ \{(\perp, (\alpha, a, A), \perp, \mathbb{R})\}, \perp \right\}
\]

\[
\left\{ \{(\perp, (\beta, b, B), \perp, \mathbb{R})\} \right\}
\]
The variables \(\alpha, a, A, \beta, b,\) and \(B\) are defined by

\[
\begin{align*}
\alpha &= 0 & a &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} & A &= \begin{bmatrix} 0 & 0 & 0 & 0 & 1/2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 1/2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1/2 & 0 & 0 & 0 \end{bmatrix} \\
\beta &= 0 & b &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} & B &= \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1/2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1/2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1/2 & 0 & 0 \end{bmatrix}
\end{align*}
\]

Certainly, these types seem large and unwieldy. However, they give an extraordinary amount of information about the function in question. We give the rules necessary to derive the above type during the discussion of the type system.

The above types correspond to the terms

- \(\text{Mathematical Program} \quad n \in N::=\min e \over \Sigma \text{ st } \{e\}^n_i\)
- \(\text{Expressions} \quad e \in E::=A \mid x \mid f\{e\}^n_i\)

A mathematical program is built from an expression, a list of variables, and a list of expressions. Expressions can take several forms. The metavariable \(A\) ranges over constants
while $x$ ranges over variables. The application rule allows us to build new model functions from existing ones. Notice that we don’t explicitly include many useful operations such as subindexing or algebraic operations. Their functionality is subsumed by the application rule. Also notice that this language does not include definitions for user defined bindings or functions. These can be accomplished through macros. Their details are left as an implementation detail.

For example, using our grammar, we can represent the following linear program

$$
\min + \{x, y\} \over x : \mathbb{R}^{1 \times 1}, y : \mathbb{R}^{1 \times 1} : \mathbb{R} \text{ st } \geq \{+ \{x, y\}, 1\}
$$

In the following discussion, we abbreviate this using the more readable form

$$
\min x + y \over x : \mathbb{R}, y : \mathbb{R} \text{ st } x + y \geq 1
$$

Nonetheless, we see that this grammar can be used to represent a very broad class of non-linear programs.

At this point, we must address a confusion of terms. In this context, we have two different kinds of variables. In one sense, we have variables that represent abstract terms in our language. For example, in the expression $x + 1$ we add the variable $x$ to the constant 1. In another sense, we have decision variables that describe our solution. For example, in the code $\min x + 1 \over x : \mathbb{R} \text{ st } \{\}$, $x$ is a decision variable. In the following discussion, we refer to the first kind as a variable. We refer to the second kind as a decision variable.
Similarly, we have two different kinds of functions. In one sense, we have functions that map values to values in our language. For example, $\geq_{\mathbb{R}} \{x, 1\}$ represents the application of the $\geq_{\mathbb{R}}$ function. In another sense, we have functions that are built from decision variables. For example, in the code $\min x + 1 \text{ over } x : \mathbb{R} \text{ st } \emptyset$, $x + 1$ is a function built from a single decision variable. In fact, even $x$ represents a function, namely $x \mapsto x$. In the following discussion, we will refer to the first kind as a function. We refer to the second kind as a model function.
Chapter 4

Type System

The type system serves two purposes. First, it insures that a program is well formed. For example, the statement $1 + \text{true}$ may be grammatically correct, but a good type checker should raise an error since we can not add an integer to a boolean. Second, it allows us to constructively prove properties about a statement. For example, a type system can prove that $1 + 1$ is an integer. We use this idea to prove properties about the functions in a mathematical program such as whether a function is convex.

4.1 Preliminaries

Continuing our simple calculator example from above, we define the following typing rules

- $\Gamma \vdash c : B$ (Boolean Constant)
- $\Gamma \vdash c : Q$ (Rational Constant)
- $\begin{align*}
\hat{\Gamma}, f : \{t_1, t_2\} \rightarrow t, \hat{\Gamma}' & \vdash f : \{t_1, t_2\} \rightarrow t \\
\Gamma & \vdash e : t_i^2
\end{align*}$ (Application)

The first two rules state that the bindings in $\Gamma$ prove that a constant $c$ is either a boolean or a rational. Of course, we assume that constants such as $true$ or $false$ are boolean and
numbers are rational. The last rule states an implication. The conditions for this implication reside on the top of the line while the result lies below. It states that when the context contains a function with a particular signature and the arguments given two this function match this signature, then we know the type of the resulting application.

As an example, using the context defined during the grammar preliminaries, we use the application rule to show that $1 + 2$ is rational

$$
\Gamma, + : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q}, \hat{\Gamma} \vdash + : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \quad \Gamma \vdash 1 : \mathbb{Q} \quad \Gamma \vdash 2 : \mathbb{Q}$$

$$\Gamma \vdash 1 + 2 : \mathbb{Q} \quad (\text{Add})$$

We combine these results to generate longer proofs. For example, in order to prove that $1 + 2 + 3$ is rational, we have the following proof

$$
\Gamma, + : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q}, \hat{\Gamma} \vdash + : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \quad \Gamma \vdash 1 + 2 : \mathbb{Q} \quad \Gamma \vdash 3 : \mathbb{Q}$$

$$\Gamma \vdash 1 + 2 + 3 : \mathbb{Q} \quad (\text{Add})$$

4.2 Formal Definition

The typing rules are described by
Mathematical Program

\[ \Gamma; \Sigma \vdash e : \langle c, p, m, \mathbb{R} \rangle \quad \{ \Gamma; \Sigma \vdash e_i : \Diamond \}_{i=1}^{n} \]
\[ \Gamma \vdash \min_{\Sigma} e \text{ st } \{ e_i \}_{i=1}^{n} \text{ (Prog)} \]

Expressions

\[ \Gamma; \Sigma \vdash A : \eta \text{ (Index)} \]
\[ \Gamma; \Sigma \vdash A : \langle /, A, –, \mathbb{R} \rangle \text{ (Scalar Const)} \]
\[ \Gamma; \Sigma \vdash A : \{ \langle /, A_{ij}, –, \mathbb{R} \rangle_{ij}, \mathcal{Y} \} \text{ (Matrix Const)} \]
\[ \Gamma; \Sigma, x : o^{1 \times 1}, \Sigma' \vdash x : \langle /, (0, e_{i(k,1,1)}), \mathcal{N}, o \rangle \text{ (Scalar Var)} \]
\[ \Gamma; \Sigma, x : o^{mn \times n}, \Sigma' \vdash x : \{ \langle /, (0, e_{i(k,i,j)}), \mathcal{N}, o \rangle_{ij}^{mn}, \bot \} \text{ (Matrix Var)} \]
\[ \Gamma; \Sigma, x : S^n, \Sigma' \vdash x : \{ \langle /, (0, e_{i(k,i,j)}), \mathcal{N}, \mathbb{R} \rangle_{ij}^{mn}, \bot \} \text{ (Symmetric Var)} \]
\[ \hat{\Gamma}, f : \{ t \}_{i=1}^{n} \rightarrow t, \hat{\Gamma}' \vdash f : \{ t \}_{i=1}^{n} \rightarrow t \quad \{ \Gamma; \Sigma \vdash e : t \}_{i=1}^{n} \text{ (App)} \]

where we abbreviate \( \langle c, p, m, \mathbb{R} \rangle \) for \( \{ \langle c, p, m, \mathbb{R} \rangle_{ij}^{11}, \bot \} \). In addition, we specify that \( \mathcal{Y} = \bot \) when \( A \) is symmetric and \( \bot \) when it is not. Also, we define \( e_{i(k,i,j)} \) to be a vector of length \( \sum_{k=1}^{n} r_k c_k \) where \( r_k \times c_k \) denotes the size of each matrix in the context \( \Sigma \). This vector consists of all zeros save a single 1 in the \( t(k,i,j) \)th position where we define

\[ t(k,i,j) = i + (j - 1)r_k + \sum_{p=1}^{k-1} r_p c_p \]
We refer to this vector as the $\iota(k, i, j)$th canonical vector. As a final note, we see that the typing rules for constants and indices are ambiguous. This does not cause a problem since the correct typing rule can always be determined from the context.

The typing rules of a mathematical program give insight into its structure. Initially, each mathematical program depends solely on a set of predefined functions whose type bindings are found within $\Gamma$. This context contains functions such as addition and subindexing. The objective function and constraints are type checked in the rule (Prog). Here, we require that objective be a model function and the constraints be well-typed. The typing rules for constants and variable lookups mirror those found within lambda-calculus. However, variable lookups appear slightly strange. In this case, each variable can be treated as a function of itself with the appropriate properties. For example, the above rules would prove the following

$$\Gamma; x : \mathbb{R}^{2 \times 2}, y : \mathbb{R}^{1 \times 1} \vdash y : \left\{ \left( \begin{array}{c} 0 \\ 0 \\ 0 \\ 1 \end{array} \right), /, \mathbb{R}, \cup, \vdash \right\}$$

In other words, $y$ is a function that is linear in $x$ and $y$.

The following Hasse diagrams detail the subtype relationships for convexity, monotonicity, polynomality, and sets. In the diagram, elements on the top of the graph are subtypes of those connected below.
Convexity

Monotonicity

Polynomality

\[\alpha \rightarrow (\alpha, a) \rightarrow (\alpha, a, A)\]

Domains

\[
\begin{align*}
\{0, 1\}^{m \times n} & \quad \{0, 1\}^{m \times n} \\
\{-1, 1\}^{m \times n} & \quad \mathbb{Z}^{m \times n} \\
\mathbb{S}^n & \quad \mathbb{Z}^{m \times n} \\
\mathbb{R}^{m \times n} & \quad \mathbb{Z} \\
\end{align*}
\]

Codomains

\[
\begin{align*}
\{0, 1\} \cup \{-1, 1\} & \quad \{0, 1\} \cup \{-1, 1\} \\
\mathbb{Z} & \quad \mathbb{Z} \\
\mathbb{R} & \quad \mathbb{R}
\end{align*}
\]

Two composite types, \(\{c, p, m, o\}_{ij}^{mn}\), are considered subtypes of each other when their sizes, \(m\) and \(n\), are the same and each component is a subtype of the other.

4.3 Builtin Functions and Their Type

In the above typing rules, we utilize a context \(\Gamma\) which contains the type of builtin functions. Notice, there was no introduction rule for the context \(\Gamma\), so all functions within the context must be predefined. The following two sections detail these functions and their types. In the first section, we address functions that accept purely scalar arguments. Then, we generalize these ideas into functions that accept matrix arguments.

4.3.1 Scalar Functions

By scalar function, we mean a function where all model functions input into the function must have a scalar codomain. We type these functions as follows
Partial Order Defined by the Nonnegative Orthant

The partial order defined by the nonnegative orthant has type

\[ \geq_{\mathbb{R}^+} : \{(c, p, m, o)\}^2_k \to \Diamond \]

where there are no restrictions on the properties of the function.

Equality

Equality has the following type

\[ = : \{(c, p, m, o)\}^2_k \to \Diamond \]

Like the partial order defined by the nonnegative orthant, we do not restrict the kind of functions used in equality constraints.

Addition

Addition between scalars has the following type,

\[ + : \{(c, p, m, o)\}^2_k \to (c, p, m, o) \]

where
Negation

The negation of a scalar has the following type

\[- : [(c, p, m, o)]_k^1 \rightarrow (c, p, m, o)\]
Subtraction

The subtraction of one scalar from another has the following type

\[- : \{\langle c, p, m, o \rangle \}_{\mathbb{R}}^2 \rightarrow \langle c, p, m, o \rangle\]
The resulting type is identical to the type of the composite function $f + (-g)$ where $f$ and $g$ are the two the arguments passed into negation.

**Multiplication**

Multiplication between two scalars has the following type

\[
* : \{(c, p, m, o)\}_{k}^{2} \rightarrow (c, p, m, o)
\]

where

\[
c = \begin{cases}
/ & c_1 = /, p_2 = \alpha_2 \\
\sim & 
\begin{cases}
\sim & c_1 = \sim, p_2 = \alpha_2 \geq 0 \\
\sim & c_1 = \sim, p_2 = \alpha_2 \leq 0 \\
\end{cases} \\
\sim & c_1 = \sim, p_2 = \alpha_2 \geq 0 \\
\sim & c_1 = \sim, p_2 = \alpha_2 \leq 0 \\
\end{cases}
\]

\[
p = (\alpha, a, A), A \geq 0 \\
\sim p = (\alpha, a, A), A \leq 0 \\
\perp otherwise
\]

\[
p = \begin{cases}
\alpha_1 \alpha_2 & p_1 = \alpha_1, p_2 = \alpha_2 \\
(\alpha_1 \alpha_2, a_1 \alpha_2) & p_1 = (\alpha, a), p_2 = \alpha_2 \\
(\alpha_1 \alpha_2, a_1 \alpha_2, A_1 \alpha_2) & p_1 = (\alpha, a, A), p_2 = \alpha_2 \\
(\alpha_1 \alpha_2, a_1 \alpha_2, a_1 a_2^T + a_2 a_1^T)/2 & p_1 = (\alpha, a), p_2 = (\alpha, a) \\
\perp otherwise &
\end{cases}
\]
Scalar multiplication is also commutative, i.e. \( x \cdot y = y \cdot x \). Thus, we can type the corresponding function in the same manner as above, but with the arguments reversed.

### Division

The division of one scalar by another has the following type

\[
\div : \{(c, p, m, o)\}^2 \rightarrow (c, p, m, o)
\]

where
\[
c = \begin{cases} 
/ & c_1 = /, p_2 = \alpha_2 \\
\varnothing & c_1 = \varnothing, p_2 = \alpha_2 \geq 0 \\
\varnothing & c_1 = \varnothing, p_2 = \alpha_2 \leq 0 \\
p = (\alpha, a, A), A \geq 0 & c_1 = \varnothing, p_2 = \alpha_2 \geq 0 \\
p = (\alpha, a, A), A \leq 0 & c_1 = \varnothing, p_2 = \alpha_2 \leq 0 \\
\bot & \text{otherwise}
\end{cases}
\]

\[
p = \begin{cases} 
\alpha_1/\alpha_2 & p_1 = \alpha_1, p_2 = \alpha_2 \\
(\alpha_1/\alpha_2, \alpha_1/\alpha_2) & p_1 = (\alpha, a), p_2 = \alpha_2 \\
(\alpha_1/\alpha_2, \alpha_1/\alpha_2, A_1/\alpha_2) & p_1 = (\alpha, a, A), p_2 = \alpha_2 \\
\bot & \text{otherwise}
\end{cases}
\]

\[
m = \begin{cases} 
\bot & m_1 = \bot, p_2 = \alpha_2 \\
\downarrow & m_1 = \downarrow, p_2 = \alpha_2 \geq 0 \\
\downarrow & m_1 = \downarrow, p_2 = \alpha_2 \leq 0 \\
\uparrow & m_1 = \uparrow, p_2 = \alpha_2 \geq 0 \\
\uparrow & m_1 = \uparrow, p_2 = \alpha_2 \leq 0 \\
\bot & \text{otherwise}
\end{cases}
\]

\[
o = \begin{cases} 
[-1, 1] & o_k = [-1, 1] \\
\mathbb{Z} & o_1 = \mathbb{Z}, o_2 = [-1, 1] \\
\mathbb{R} & o_k = \mathbb{R}
\end{cases}
\]
Absolute Value

The absolute value of a scalar has the following type

\[ |\cdot| : \langle c, p, m, o \rangle \rightarrow \langle c, p, m \rangle \]

where

\[
\begin{align*}
c &= \begin{cases} 
    / & p_1 = \alpha_1 \\
    \perp & \text{otherwise}
  \end{cases} \\
p &= \begin{cases} 
    |\alpha_1| & p_1 = \alpha_1 \\
    \perp & \text{otherwise}
  \end{cases} \\
m &= \begin{cases} 
    - & m_1 = - \\
    \perp & \text{otherwise}
  \end{cases} \\
o &= \begin{cases} 
    \{0, 1\} & o_1 = \{0, 1\} \\
    \{-1, 1\} & o_1 = \{-1, 1\} \\
    \mathbb{Z} & o_1 = \mathbb{Z} \\
    \mathbb{R} & o_1 = \mathbb{R}
  \end{cases}
\end{align*}
\]

Binary Maximum

We type the maximum between two scalars as follows

\[ \text{max} : \langle c, p, m, o \rangle \rightarrow \langle c, p, m, o \rangle \]
Binary Minimum

The binary minimum between two scalars types as

\[
\text{min} : \{(c, p, m, o)\}_k^2 \rightarrow (c, p, m, o)
\]

where

\[
c = \begin{cases} 
/ & p_k = \alpha_k \\
\top & c_k = \top \\
\bot & \text{otherwise}
\end{cases}
\]

\[
p = \begin{cases} 
\max(\alpha_1, \alpha_2) & p_k = \alpha_k \\
\bot & \text{otherwise}
\end{cases}
\]

\[
m = \begin{cases} 
\pm & m_k = \pm \\
\uparrow & m_k = \uparrow \\
\downarrow & m_k = \downarrow \\
\bot & \text{otherwise}
\end{cases}
\]

\[
o = \begin{cases} 
\{0, 1\} & o_k = \{0, 1\} \\
\{-1, 1\} & o_k = \{-1, 1\} \\
\mathbb{Z} & o_k = \mathbb{Z} \\
\mathbb{R} & \text{otherwise}
\end{cases}
\]
Exponentiation

The exponentiation of one scalar by another has type

\[ \cdot: \{(c, p, m, o)\}_k^2 \rightarrow \langle c, p, m, o \rangle \]

where

\[ c = \begin{cases} / & p_k = \alpha_k \\ \_ & c_k = \_ \\ \perp & otherwise \end{cases} \]

\[ p = \begin{cases} \min(\alpha_1, \alpha_2) & p_k = \alpha_k \\ \perp & otherwise \end{cases} \]

\[ m = \begin{cases} m_k = \_ & \\ \uparrow & m_k = \uparrow \\ \downarrow & m_k = \downarrow \\ \perp & otherwise \end{cases} \]

\[ o = \begin{cases} \{0, 1\} & o_k = \{0, 1\} \\ \{-1, 1\} & o_k = \{-1, 1\} \\ \mathbb{Z} & o_k = \mathbb{Z} \\ \mathbb{R} & otherwise \end{cases} \]
\[
\begin{align*}
\begin{cases}
p_k = \alpha_k \\
p_2 = 0
\end{cases} & \quad \text{if } c_1 = /, p_2 = 1 \\
c_1 = \alpha, p_2 = \alpha_2, \alpha_2 \mod 2 = 0, \alpha_2 > 1 \\
c_1 = \alpha, p_2 = 1 \\
c_1 = \alpha, p_1 = (0, 0, A_1), p_2 = 1/2 \\
c_1 = \alpha, p_2 = 1 \\
\bot & \quad \text{otherwise}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
p_1 = \alpha_1, p_2 = \alpha_2 \\
p_2 = 0
\end{cases} & \quad \text{if } \alpha_1 \\
p_1 \\
p_2 = 1
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
(\alpha_1^2, 2\alpha_1 a_1, a_1 a_1^T) & \quad p_1 = (\alpha_1, a_1), p_2 = 2 \\
\bot & \quad \text{otherwise}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
m_k = - \\
m_1 = /, p_2 = \alpha_2, \alpha_2 \mod 2 = 1, \alpha_2 > 0 \\
m_k = /, p_2 = \alpha_2, \alpha_2 \mod 2 = 1, \alpha_2 > 0 \\
\bot & \quad \text{otherwise}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\{0, 1\} & \quad o_k = \{0, 1\} \\
\{-1, 1\} & \quad o_k = \{-1, 1\}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\mathbb{Z} & \quad o_k = \mathbb{Z}, p_2 = \alpha_2, \alpha_2 \geq 0 \\
\mathbb{R} & \quad \text{otherwise}
\end{cases}
\end{align*}
\]
4.3.2 Matrix Functions

By matrix function, we mean a function that can accept any arbitrary model function as an input regardless if that function has a scalar or matrix codomain. These functions are typed as follows.

Partial Order Defined by the Nonnegative Orthant

The partial order defined by the nonnegative orthant has type

\[\geq_{\mathbb{R}}: \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \Diamond\]

where we require that \(m_1 = m_2\) and \(n_1 = n_2\).

Partial Order Defined by the Second Order Cone

The partial order defined by the second order cone has type

\[\geq_{Q}: \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \Diamond\]

where we require that \(m_1 = m_2, n_1 = n_2\), and that either \(m_1 = 1\) or \(n_1 = 1\).

Partial Order Defined by the Cone of Positive Semidefinite Matrices

The partial order defined by the cone of positive semidefinite matrices has type

\[\geq_{S}: \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \Diamond\]
where we require that \( m_1 = m_2 = n_1 = n_2 \) and \( y_1 = y_2 = \frac{1}{2} \).

**Equality**

Equality as the following type

\[
=: \left\{ \left\langle c, p, m, o \right\rangle_{ij}^{mn}, y \right\}^2 \rightarrow \Diamond
\]

where we require that \( m_1 = m_2 \) and \( n_1 = n_2 \).

**Addition**

Addition between matrices has the following type,

\[
+ : \left\{ \left\langle c, p, m, o \right\rangle_{ij}^{mn}, y \right\}^2 \rightarrow \left\langle c, p, m, o \right\rangle_{ij}^{mn}, y
\]

where \( m = m_1 = m_2 \) and \( n = n_1 = n_2 \). Let \( f \) and \( g \) be the two arguments given to addition. Then, we type each \((i, j)\) element of the codomain as \( f_{ij} + g_{ij} \). Additionally, when \( y_1 = y_2 = \frac{1}{2}, y = \frac{1}{2} \).

**Negation**

The negation of a matrix has the following type

\[
- : \left\{ \left\langle c, p, m, o \right\rangle_{ij}^{mn}, y \right\}^1 \rightarrow \left\langle c, p, m, o \right\rangle_{ij}^{mn}, y
\]
where \( m = m_1 \) and \( n = n_1 \). When \( f \) is the argument passed into negation, we type each \((i, j)\) pointwise function as \(-f_{ij}\). If \( y_1 = \dagger \), we also specify that \( y = \dagger \).

**Subtraction**

The subtraction of one matrix from another has the following type

\[
- : \{ (c, p, m, o)_{ij}^{mn}, y \} \rightarrow (c, p, m, o)_{ij}^{mn}, y
\]

where \( m = m_1 = m_2 \) and \( n = n_1 = n_2 \). Let the two arguments given to subtraction be \( f \) and \( g \). Then, we type each \((i, j)\) element of the codomain as \( f_{ij} - g_{ij} \). Additionally, when \( y_1 = y_2 = \dagger \), \( y = \dagger \).

**Multiplication by a Scalar**

The multiplication of a matrix by a scalar has the following type

\[
* : \{ (c, p, m, o)_{ij}^{mn}, y \} \rightarrow (c, p, m, o)_{ij}^{mn}, y
\]

where \( m = m_1, n = n_1 \), and we require that \( m_2 = n_2 = 1 \). Let \( f \) and \( g \) be the two arguments. Then, we type the \((i, j)\)th pointwise function as \( f_{ij} \times g \). When \( y_1 = \dagger \), we also specify that \( y = \dagger \). Finally, as multiplication by a scalar is commutative, we type the corresponding function in the same manner as above with the arguments reversed.
**Division by a Scalar**

The division of a matrix by a scalar has the following type

\[
/ : \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}_{k} \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}
\]

where \(m = m_1, n = n_1\), and we require that \(m_2 = n_2 = 1\). When \(f\) and \(g\) are our two arguments, we type the \((i, j)\)th pointwise function as \(f_{ij}/g\). As with multiplication, when \(y_1 = \divides\), we specify that \(y = \divides\).

**Submatrixing**

The submatrixing of a matrix has the following type

\[
\cdots : \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}_{k} \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}
\]

where we require that \(m_1 \geq \eta_3 \geq \eta_1\) and \(n_1 \geq \eta_4 \geq \eta_2\). When these conditions are satisfied, we specify that \(m = \eta_2 - \eta_1 + 1\) and \(n = \eta_4 - \eta_3 + 1\). Let the first argument be \(f\). Then, the type of the \((i, j)\)th element in the result is that of \(f_{(i+\eta_1)(j+\eta_3)}\). Further, we state that \(y = \divides\) when \(y_1 = \divides\) and \(\eta_1 = \eta_3, \eta_2 = \eta_4\).
**Subindexing**

The subindexing of a matrix has the following type

\[ \vdots : \{\langle c, \eta_1, p, m, o \rangle^{mn}_{ij}, y \}^{1}_{k} \rightarrow \{\eta\}^{2}_{k} \rightarrow \langle c, p, m, o \rangle \]

where the type is nearly identical to the submatrixing function with the matrix indices \((\eta_1 : \eta_1, \eta_2 : \eta_2)\). The only difference is that since the result is a scalar, it must be symmetric.

**Matrix Multiplication**

The multiplication of two matrices has the following type

\[ \ast: \{\langle c, p, m, o \rangle^{mn}_{ij}, y \}^{2}_{k} \rightarrow \{\langle c, p, m, o \rangle^{mn}_{ij}, y \} \]

where we stipulate that \(m = m_1, n = n_2,\) and \(n_1 = m_2\). Before we define the possible type combinations, let us recall the definition of matrix multiplication

\[ C_{ij} = \sum_{k=1}^{n} A_{ik}B_{kj} \]

Now, recall that we are considering matrix valued functions. Thus, we have that

\[ h_{ij}(x) = \sum_{k=1}^{n} f_{ik}(x)g_{kj}(x) \]
Each function $f_{ik}$ and $g_{kj}$ is scalar valued. Thus, we can determine the type of $h_{ij}$ by combining the typing rules for addition, scalar multiplication, and subindexing. Finally, since we cannot guarantee symmetry, $y = \bot$.

**Absolute Value**

The pointwise application of absolute value has the following type

$$|\cdot| : \{\langle c, p, m, o \rangle_{ij} \}^2_k \rightarrow \{\langle c, p, m, o \rangle_{ij} \}$$

where $m = m_1$ and $n = n_2$. Let $f$ be the argument given. Then, we can type each pointwise function of the absolute value function by $|f_{ij}|$. Moreover, $y = y_1$.

**Elementwise Maximum**

The elementwise maximum of a matrix has the following type

$$\max : \{\langle c, p, m, o \rangle_{ij} \}^1_k \rightarrow \langle c, p, m, o \rangle$$

where each type combination is determined by recursively applying the binary maximum between two scalars in the following manner. Let $f$ be the argument passed into $\max$. Then, we determine the type of $\max$ using the following relation

$$\max(f)$$

$$= \max(f_{11}, \max(f_{21}, \ldots, \max(f_{m1}, \max(f_{12}, \ldots, \max(f_{m-1,n}, f_{mn}) \ldots \ldots) \ldots \ldots) \ldots \ldots)$$
When $m_1 = n_1 = 1$, the type of $\text{max}$ is that of its argument

**Elementwise Minimum**

The elementwise minimum of a matrix has the following type

$$
\text{min} : \left\{ \{ (c, p, m, o)_{ij}^{nn} \} \right\}^1_k \rightarrow \langle c, p, m, o \rangle
$$

where the type combinations are defined similarly to elementwise maximum. When $f$ is the argument passed into $\text{min}$, we determine the type of $\text{min}$ with the following

$$
\text{min}(f) = \text{min}(f_{11}, \text{min}(f_{21}, \ldots, \text{min}(f_{m1}, \text{min}(f_{12}, \ldots, \text{min}(f_{m1}, \ldots) \ldots) \ldots) \ldots)
$$

When $m_1 = n_1 = 1$, the type of $\text{min}$ is the same as its argument.

**Summation**

The sum of all elements in a matrix has type

$$
\text{sum} : \left\{ \{ (c, p, m, o)_{ij}^{nn} \} \right\}^1_k \rightarrow \langle c, p, m, o \rangle
$$

where each type combination is defined using a method similar to elementwise min and max. Let the argument handed to sum be denoted by $f$. Then, we define the type of sum as

$$
\text{sum}(f) = f_{11} + f_{21} + \cdots + f_{m1} + f_{12} + \cdots + f_{m1} + f_{nn}
$$
In the case that $m_1 = n_1 = 1$, the type of $\text{sum}$ coincides with $f$.

**P-Norms**

All $p$-norms with $p \geq 1$ have the following type

$$\| \cdot \|_p : \{\{c, p, m, o\}_{ij}^{mn}, y\}_k^1 \rightarrow \langle c, p, m, o \rangle$$

where

- $c = \begin{cases} / & p = \alpha \\ - & c_{1ij} = / \text{ for all } i, j \\ \perp & \text{otherwise} \end{cases}$
- $p = \begin{cases} \parallel A \parallel_p & p_1 = \alpha_{1ij} \text{ for all } i, j \text{ and } A_{ij} = \alpha_{1ij} \\ \perp & \text{otherwise} \end{cases}$
- $m = \begin{cases} \perp & p = \alpha \\ \perp & \text{otherwise} \end{cases}$
- $o = \mathbb{R}$

**Transpose**

The transpose of a matrix has the following type

$$\mathcal{T} : \{\{c, p, m, o\}_{ij}^{mn}, y\}_k^1 \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y\}$$
where \( m = n_1 \) and \( n = m_1 \). Then, the type of the \((i, j)th\) element in the result is equal to the type of the \((j, i)th\) element of the argument. Further, as this operation is symmetry preserving, \( y = y_1 \).

**Trace**

The trace of a matrix has type

\[
tr : \left\{\{(c, p, m, o)_{ij}^{mn}, y\}\right\}_k^1 \rightarrow \langle c, p, m, o \rangle
\]

where we require that \( m_1 = n_1 \). Recall, the trace of a matrix is defined as

\[
tr(X) = \sum_{i=1}^{n} X_{ii}
\]

Thus, we determine the type of trace by combining the typing rules for subindexing and addition.

**Horizontal Concatenation**

The horizontal concatenation of two matrices has type

\[
\langle \cdot \cdot \rangle : \left\{\{(c, p, m, o)_{ij}^{mn}, y\}\right\}_k^2 \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\}
\]

where we stipulate that \( m_1 = m_2 \). When we satisfy this condition, we specify that \( m = m_1 \) and \( n = n_1 + n_2 \). When we denote our two arguments by \( f \) and \( g \) respectively, we type the
(i, j)th pointwise function as $f_{ij}$ for $j \leq n_1$ and $g_{i-j-n_1}$, otherwise. We always specify that $y = \bot$.

**Vertical Concatenation**

Similar to horizontal concatenation, the vertical concatenation of two matrices has type

$$
\begin{bmatrix}
& \\
& \\
& \\
& \\
& \\
& \\
\end{bmatrix}
: \left\{ \langle c, p, m, o \rangle_{ij}^{\text{mn}}, y \right\}_k \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{\text{mn}}, y \}
$$

where we require that $n_1 = n_2$. Should we satisfy this condition, we define that $m = m_1 + m_2$ and $n = n_1$. When we denote our two arguments by $f$ and $g$ respectively, we type the $(i, j)$th pointwise function as $f_{ij}$ for $i \leq m_1$ and $g_{i-m_1,j}$, otherwise. We always note that $y = \bot$.

**Symmetric Concatenation**

Symmetric concatenation allows us to combine matrices while ensuring symmetry. This function has type

$$
\begin{bmatrix}
& \\
& \\
& \\
& \\
& \\
& \\
\end{bmatrix}
= \left\{ \langle c, p, m, o \rangle_{ij}^{\text{mn}}, y \right\}_k \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{\text{mn}}, y \}
$$

where we must guarantee that $m_1 = m_2$, $n_2 = n_3$, and $y_1 = y_3 = \frac{\pi}{2}$. Once we meet these conditions, we specify that $m = m_1 + m_3$ and $n = n_1 + n_2$. Let the three arguments be denoted by $f$, $g$, and $h$ and denote the result by $r$. We denote the type of the $(i, j)$th element
of the result as

\[
    r_{ij} = \begin{cases} 
    f_{ij} & 1 \leq i \leq m_1, 1 \leq j \leq n_1 \\
    g_{i,j-n_1} & 1 \leq i \leq m_1, n_1 + 1 \leq j \leq n_1 + n_2 \\
    g_{j,i-m_1} & m_1 + 1 \leq i \leq m_1 + m_3, 1 \leq j \leq n_1 \\
    h_{i-m_1,j-n_1} & m_1 + 1 \leq i \leq m_1 + m_3, n_1 + 1 \leq j \leq n_1 + n_2 
    \end{cases}
\]

Finally, we specify that \( y = \frac{\alpha}{\beta} \).

**Maximum Eigenvalue**

The maximum eigenvalue function has the following type

\[
    \lambda_{\text{max}} : \left\{ \{\langle c, p, m, o \rangle_{ij}^{mn} \}_{k} \right\}_{k} \rightarrow \langle c, p, m, o \rangle
\]

where

\[
    c = \begin{cases} 
    \begin{array}{c}
    / \quad p = \alpha \\
    c_{i,j} = / \text{ for all } i, j \\
    \bot \quad \text{otherwise}
    \end{array} \\
    \end{cases}
\]

\[
    p = \begin{cases} 
    \begin{array}{c}
    \lambda_{\text{max}}(A) \quad p_1 = \alpha_{ij} \text{ for all } i, j \text{ and } A_{ij} = \alpha_{ij} \\
    \bot \quad \text{otherwise}
    \end{array} \\
    \end{cases}
\]

\[
    m = \begin{cases} 
    \begin{array}{c}
    / \quad p = \alpha \\
    \bot \quad \text{otherwise}
    \end{array} \\
    \end{cases}
\]

\[
    o = \mathbb{R}
\]
We require that $m_1 = n_1$ and $y_1 = \frac{3}{2}$.

**Minimum Eigenvalue**

We type the minimum eigenvalue function in a manner similar to the maximum

$$\lambda_{\text{min}} : \left\{ (c, p, m, o)_{ij} \right\}_{k}^{1} \rightarrow (c, p, m, o)$$

where

$$c = \begin{cases} / & p = \alpha \\ \ll & c_{ij} = / \text{ for all } i, j \\ \perp & \text{otherwise} \end{cases}$$

$$p = \begin{cases} \lambda_{\text{min}}(A) & p_1 = \alpha_{ij} \text{ for all } i, j \text{ and } A_{ij} = \alpha_{ij} \\ \perp & \text{otherwise} \end{cases}$$

$$m = \begin{cases} / & p = \alpha \\ \perp & \text{otherwise} \end{cases}$$

$$o = \mathbb{R}$$

Additionally, we require that $m_1 = n_1$ and $y_1 = \frac{3}{2}$. 
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Chapter 5
Semantics

Up until this point, we have defined a series of rules that specify the form a mathematical program. This form by itself has no inherent meaning. In other words, a program is simply text. We have defined rules to insure this text is well-formed. The semantics of a language define a series of functions that map text to mathematical meaning. Once we define our semantics, we can prove that our above typing rules are correct. For example, we can prove that when an expression has type \( \triangleright \), then this expression represents a convex function.

5.1 Preliminaries

In the following presentation we introduce key concepts used within the formal semantics. This includes a brief description of denotational semantics. It also includes the definitions and basic results about convexity, polynomality, and monotonicity. During their discussion, we pay special attention to how we apply these concepts to functions of matrices. Next, we will describe the relations that define our constraints. This includes how a pointed convex cone describes a partial order which is central to cone programming.
5.1.1 Denotational Semantics

The core idea behind denotational semantics is the definition of a function that maps grammar to mathematical meaning. There are two contrasting approaches that we may choose. In the Curry-style approach, we assign a meaning to every term regardless of whether it is well-typed. After we define the meaning of each term, we discard ill-typed terms. In the Church-style approach, we reverse the order of these steps. Thus, we type check each term and give meaning only to the remaining well-typed terms. In the following presentation, we employ the Church-style of semantics and define meaning only on well-typed terms.

Continuing our calculator example, we define two sets. First, let $\mathbb{T} = \{\mathbb{Q}, \mathbb{B}\}$ be the set of that contains two elements, the set of rationals and the set of booleans. Second, we define the set of all possible binary functions that operate on rationals and booleans as $F = \{[t_1 \times t_2 \to t_3]_{t \in T}\}$. This allows us to define the semantics of our calculator as

**Types**

$\llbracket \cdot \rrbracket : T \to T$

$\llbracket \mathbb{Q} \rrbracket = \mathbb{Q}$

$\llbracket \mathbb{B} \rrbracket = \mathbb{B}$

**Function Types**

$\llbracket \cdot \rrbracket : (\{T, T\} \to T) \to F$

$\llbracket \{t_1, t_2\} \to t\rrbracket = \llbracket \llbracket t_1 \rrbracket \times \llbracket t_2 \rrbracket \to \llbracket t\rrbracket \rrbracket$

**Expressions**

$\llbracket \Gamma \vdash c : t\rrbracket = c$

$\llbracket \Gamma \vdash f(e_1, e_2) : t\rrbracket = \llbracket \Gamma \vdash f : \{t_1, t_2\} \to t\rrbracket \llbracket \llbracket \Gamma \vdash e_1 : t_1 \rrbracket \rrbracket \llbracket \llbracket \Gamma \vdash e_2 : t_2 \rrbracket \rrbracket$
Functions

\[\begin{align*}
\llbracket \Gamma \vdash + : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \rrbracket &= x, y \mapsto x + y \\
\llbracket \Gamma \vdash - : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \rrbracket &= x, y \mapsto x - y \\
\llbracket \Gamma \vdash \ast : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \rrbracket &= x, y \mapsto xy \\
\llbracket \Gamma \vdash / : \{\mathbb{Q}, \mathbb{Q}\} \rightarrow \mathbb{Q} \rrbracket &= x, y \mapsto x/y \\
\llbracket \Gamma \vdash \text{and} : \{\mathbb{B}, \mathbb{B}\} \rightarrow \mathbb{B} \rrbracket &= x, y \mapsto x \text{ and } y \\
\llbracket \Gamma \vdash \text{or} : \{\mathbb{B}, \mathbb{B}\} \rightarrow \mathbb{B} \rrbracket &= x, y \mapsto x \text{ or } y
\end{align*}\]

As an example, we define the meaning of \(1 + 2 + 3\) as

\[\llbracket \Gamma \vdash 1 + 2 + 3 : \mathbb{Q} \rrbracket = \llbracket \Gamma \vdash + : \mathbb{Q} \times \mathbb{Q} \rightarrow \mathbb{Q} \rrbracket (\llbracket \Gamma \vdash 1 + 2 : \mathbb{Q} \rrbracket, \llbracket \Gamma \vdash 3 : \mathbb{Q} \rrbracket)\]

\[= (x, y \mapsto x + y)(\llbracket \Gamma \vdash + : \mathbb{Q} \times \mathbb{Q} \rightarrow \mathbb{Q} \rrbracket (\llbracket \Gamma \vdash 1 : \mathbb{Q} \rrbracket, \llbracket \Gamma \vdash 2 : \mathbb{Q} \rrbracket), 3)\]

\[= (x, y \mapsto x + y)((x, y \mapsto x + y)(1, 2), 3)\]

\[= (x, y \mapsto x + y)(1 + 2, 3)\]

\[= (x, y \mapsto x + y)(3, 3)\]

\[= 3 + 3\]

\[= 6\]

Thus, we have mapped the meaning of a textual program, \(1+2+3\), to its actual mathematical meaning \(6\).
5.1.2 Soundness and Completeness

A technical result called soundness gives us confidence that we correctly designed a language. Recall, using denotational semantics, the meaning of every type is a set and the meaning of every well-typed expression is a mathematical object. Soundness states that the meaning of every well-typed expression lies within the meaning of its type. In other words, it states that $[\Gamma \vdash e : t] \in [t]$. Once we prove this result, we know that if our typing rules prove that an expression has type, say, $\mathbb{Q}$, then the meaning of this expression must be a rational number.

We prove the soundness of our calculator with the following argument. Assume that $c$ represents a rational constant. Then, our typing rules tell us that $\Gamma \vdash c : \mathbb{Q}$. Thus, we must show that $[\Gamma \vdash c : \mathbb{Q}] \in [\mathbb{Q}]$. By definition, $[\Gamma \vdash c : \mathbb{Q}] = c$ and $[\mathbb{Q}] = \mathbb{Q}$. Since we assumed that $c \in \mathbb{Q}$, our definition is sound. Similarly, assume that $c$ represents a boolean constant. Our typing rules stipulate that $\Gamma \vdash c : \mathbb{B}$. Therefore, we must show that $[\Gamma \vdash c : \mathbb{B}] \in [\mathbb{B}]$. Since we defined that $[\Gamma \vdash c : \mathbb{B}] = c \in \mathbb{B} = [\mathbb{B}]$, our definition is sound. Finally, we must consider function applications. Recall, we define that $[\Gamma \vdash f(e_1, e_2) : t] = [\Gamma \vdash f : \{t_1, t_2\} \to t] \{[\Gamma \vdash e_1 : t_1], [\Gamma \vdash e_2 : t_2]\}$. By induction, we know that $[\Gamma \vdash e_1 : t_1] \in [t_1]$ and $[\Gamma \vdash e_2 : t_2] \in [t_2]$. Therefore, we must show that the definition of each function definition within $\Gamma$ is sound.

We begin with addition where we define that $[\Gamma \vdash \ast : \{\mathbb{Q}, \mathbb{Q}\} \to \mathbb{Q}] = x, y \mapsto x + y$. Addition maps two rationals to a rational. By induction, we know both arguments to $+$ must be rational. Therefore, the result of application must be rational and the meaning is
sound. This same argument applies to −, *, and /. Thus, let us consider the logical and between two booleans. We define that $\llbracket \Gamma \vdash \text{and} : \{\mathbb{B}, \mathbb{B}\} \rightarrow \mathbb{B} \rrbracket = x, y \mapsto x \text{ and } y$. Logical and maps two booleans to another boolean. By induction, we know both arguments to \text{and} are boolean. Hence, the result of application must be boolean and the meaning is sound. This same argument applies to the function \text{or}.

We have shown that the meaning of all expressions in the calculator is sound. Therefore, our definition of the calculator language is sound.

A related, but less important, result is completeness. Completeness considers whether a language can represent an arbitrary mathematical object in its domain. In other words, it considers whether for any $c \in \llbracket t \rrbracket$ there exists $e$ such that $\llbracket \Gamma \vdash e : t \rrbracket = c$. This result gives us an idea of the expressiveness of our language.

The definition of our calculator is trivially complete. Given any $c \in \mathbb{Q}$, we define that $\llbracket \Gamma \vdash c : \mathbb{Q} \rrbracket = c$. Similarly, for any $c \in \mathbb{B}$, we define that $\llbracket \Gamma \vdash c : \mathbb{B} \rrbracket = c$. Therefore, the language is complete. Unfortunately, this by itself does not give us much information about the expressiveness of our language. We learn far more information about the expressiveness by considering the completeness of our functions. Notice that $\llbracket [t_1] \times [t_2] \rightarrow [t] \rrbracket$ represents a set that contains an uncountably infinite number of functions. The calculator may only express six functions in this set: +, −, *, /, \text{and}, and \text{or}. Therefore, the true expressiveness of our calculator is restricted by the number of functions that we define.
5.1.3 Convexity

Intuitively, we view convex objects as items that are bowl shaped. The formal definition mirrors this idea closely. A set $S$ is convex when for any $x, y \in S$ and $\lambda \in [0, 1]$ we have that

$$\lambda x + (1 - \lambda)y \in S$$

A function $f : S \to \mathbb{R}$ is convex when

$$f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y)$$

Similarly, a function is concave when we reverse the above inequality. A function is affine when it is both convex and concave. Notice that all functions fall into four categories: convex, concave, affine, or neither.

We must make one special note. Recall that the domain of each function in our language is defined by the decision variables. This includes sets such as integers which are nonconvex. Properly, convexity does not make sense on these sets. However, since solvers typically handle integer constraints specially, we assume that the domain of each variable is real, and hence convex.

5.1.4 Polynomality

A function is a polynomial when it can be represented exactly by some Taylor expansion of a finite order. When a mathematical program is comprised entirely of linear or quadratic
functions, a solver may be able to use specialized algorithms to solve the problem. A function is a quadratic polynomial when it is defined exactly by its second order Taylor series. Thus, a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is quadratic if we can represent it exactly by \( q \) where

\[
q(x) = f(0) + \langle \nabla f(0), x \rangle + \frac{1}{2} \langle \nabla^2 f(0)x, x \rangle = \alpha + \langle a, x \rangle + \langle Ax, x \rangle
\]

where \( \alpha \in \mathbb{R}, a \in \mathbb{R}^n, \) and \( A = A^T \in \mathbb{R}^{n \times n} \). Analogously, a function is a linear polynomial when it is defined exactly by its first order Taylor series. In our discussion, we only describe quadratic polynomials in detail since linear and constant polynomials are subsumed by quadratics.

We generalize this concept to matrices in a natural way using tensors. Given a function \( f : \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \), the second order Taylor approximation is given by

\[
q(x) = f(0) + \langle \nabla f(0), x \rangle + \frac{1}{2} \langle \nabla^2 f(0)(x), x \rangle = \alpha + \langle a, x \rangle + \langle A(x), x \rangle
\]

where \( \alpha \in \mathbb{R}, a \in \mathbb{R}^{m \times n}, \) and \( A : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m \times n} \) is a linear operator where

\[
[A(x)]_{ij} = \langle A_{ij}, x \rangle
\]
and \( A_{ij} \in \mathbb{R}^{m \times n} \). Thus, we can represent \( A \) as a tensor where

\[
A_{ijkl} = \frac{1}{2} \frac{\partial f}{\partial x_{ij} \partial x_{kl}}
\]

Unfortunately, this isn’t quite enough. We would like to recognize bilinear functions as quadratic. For example, the constraint \( Xy = c \) defines a system of bilinear, or quadratic constraints. Thus, each quadratic must be defined on all decision variables, not just a single variable. Hence, we are concerned with functions where \( f : \mathbb{R}^{r_1 \times c_1 + \cdots + r_n \times c_n} \to \mathbb{R} \). As the domain of \( f \) is awkward, we must be careful with how we represent elements in its domain.

There are several ways to visualize elements in \( \mathbb{R}^{r_1 \times c_1 + \cdots + r_n \times c_n} \). One possible approach is to flatten the elements into a vector. Alternatively, we can view elements as a sequence of size \( r_k \times c_k \) matrices. In the first case, objects are easy to manipulate, but they lose structure. In the second, elements possess a natural structure, but we must define operations such as multiplication and factorization. Our presentation will combine both approaches. Since we need to manipulate the Hessian during certain transformations, we represent the coefficients in the Taylor series as vectors and matrices. In order to preserve the structure of \( x \) we will continue to view it as a sequence of matrices, but define the conversion operator \( vec \) as

\[
vec(x) = \bigoplus_{k=1}^{n} vec(x_k)
\]

where \( vec(x_k) \) represents the normal vectorization of the matrix \( x_k \). As a result, we see that the \((k, i, j)th\) element of \( x \) corresponds to the \( i(k, i, j)th\) element of \( vec(x) \).
Using this notation, the second order Taylor approximation is given by

\[ q(x) = f(0) + \langle \nabla f(0), \text{vec}(x) \rangle + \frac{1}{2} \langle \nabla^2 f(0) \text{vec}(x), \text{vec}(x) \rangle \]

\[ = \alpha + \langle a, \text{vec}(x) \rangle + \langle \text{Avec}(x), \text{vec}(x) \rangle \]

where

\[ a_{i(k,i,j)} = \frac{\partial f}{\partial x_{kij}} \]

\[ A_{i(k,i,j)u(k,i,j)} = \frac{\partial^2 f}{\partial x_{kij} \partial x_{\bar{k}\bar{i}\bar{j}}} \]

Since quadratic functions possess a constant Hessian, the order of these partial derivatives is inconsequential. Thus, \( A \) is symmetric.

For example, consider \( f : \mathbb{R}^{1 \times 2} \times \mathbb{R}^{2 \times 1} \to \mathbb{R} \) where \( f(z_1, z_2) = z_1 z_2 + \begin{bmatrix} 1 & 1 \end{bmatrix} z_2 \). This function is quadratic in \( z \) where

\[
\begin{bmatrix}
0 \\
0 \\
1 \\
1
\end{bmatrix}
, \quad
\begin{bmatrix}
0 & 0 & 1/2 & 0 \\
0 & 0 & 0 & 1/2 \\
1/2 & 0 & 0 & 0 \\
0 & 1/2 & 0 & 0
\end{bmatrix}
\text{vec}(z), \quad \text{vec}(z)
\]

As a final note, similar to convexity, we have trouble defining polynomials on integer domains. Thus, we assume that each variable is real and ignore this requirement.
5.1.5 Monotonicity

Monotonicity describes whether a function is either increasing or decreasing. This property is important when determining if the composition of two convex functions is convex. Formally, a function \( f : \mathbb{R} \to \mathbb{R} \) is monotonically increasing when \( f(x) \geq f(y) \) for \( x \geq y \). Similarly, a function is monotonically decreasing when we reverse the first inequality above. Notice that all functions fall into four categories: increasing, decreasing, neither, or both.

This concept generalizes to the Cartesian product of matrix domains with a suitable partial order. Let \( V_i \) be some matrix domain such as \( \mathbb{R}^{m \times n} \) or \( \mathbb{Z}^{p \times q} \). Given two points \( x, y \in \prod_{k=1}^{n} V_k \), \( x \preceq y \) when \( x_{kij} \geq y_{kij} \) for each \( k, i, \) and \( j \). Thus, we say that a function \( f : \prod_{k=1}^{n} V_i \to V \) is monotonically increasing when \( f(x) \geq f(y) \) for \( x \preceq y \).

5.1.6 Relations

A binary relation \( R \) between two sets \( A \) and \( B \) is a subset of \( A \times B \). For \( a \in A \) and \( b \in B \), we say that \( aRb \) when \( (a, b) \in R \). We are only concerned with relations commonly used in optimization. Thus, we restrict our attention to equality, pointwise nonnegativity, and the partial orders defined by the second-order cone and the cone of positive semidefinite matrices.

Since we are operating on matrices, we define equality and nonnegativity pointwise. Thus, for \( A, B \in \mathbb{C}^{m \times n}, A = B \) when \( A_{ij} = B_{ij} \) for \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \). Similarly, for \( A, B \in \mathbb{R}^{m \times n}, A \succeq B \) when \( A_{ij} \geq B_{ij} \) for all \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \).
Partial orders defined by pointed convex cones require more care. Recall, a partial order is a binary relation that satisfies four properties

1. reflexivity: \( a \geq a \)

2. antisymmetry: if both \( a \geq b \) and \( b \geq a \), then \( a = b \)

3. transitivity: if both \( a \geq b \) and \( b \geq c \), then \( a \geq c \)

4. compatibility with linear operations
   
   (a) homogeneity: if \( a \geq b \) and \( \lambda \in \mathbb{R} \geq 0 \), then \( \lambda a \geq \lambda b \)

   (b) additivity: if both \( a \geq b \) and \( c \geq d \), then \( a + c \geq b + d \)

Notice that this differs from an ordering since there may be some elements that we cannot compare. For example, our definition of pointwise nonnegativity defines a partial order.

Thus, in \( \mathbb{R}^2 \) we can see that

\[
\begin{bmatrix} 1 \\ 1 \end{bmatrix} \geq \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} 4 \\ 3 \end{bmatrix} \geq \begin{bmatrix} 2 \\ 2 \end{bmatrix}
\]

But, we also see that

\[
\begin{bmatrix} 0 \\ 1 \end{bmatrix} \not\geq \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} 1 \\ 0 \end{bmatrix} \not\geq \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

Let us define a binary relation \( \geq_K \) where

\[
a \geq_K b \iff a - b \geq_K 0 \iff a - b \in K
\]
where \( K \) is a pointed convex cone. Recall, all pointed convex cones must satisfy three properties

1. \( K \) is nonempty and closed under addition: \( a, b \in K \implies a + b \in K \)

2. \( K \) is a conic set: \( a \in K, \lambda \geq 0 \implies \lambda a \in K \)

3. \( K \) is pointed: \( a \in K \) and \( -a \in K \implies a = 0 \)

This leads us to the following lemma

**Lemma 1.** The binary relation \( \geq_K \) defines a partial order

**Proof.** We must verify the four properties of partial orders

1. reflexivity: Since \( K \) is a cone, for any \( a \in K \), \( \lambda a \in K \) for \( \lambda \geq 0 \). Let \( \lambda = 0 \). Thus, we see that \( 0 \in K \implies a - a \in K \implies a \geq_K a \).

2. antisymmetry: Let \( a \geq_K b \) and \( b \geq_K a \). This implies that \( a - b \in K \) and \( b - a = -(a - b) \in K \). But since \( K \) is pointed, this implies that \( a - b = 0 \implies a = b \).

3. transitivity: Let \( a \geq_K b \) and \( b \geq_K c \). Then we have that \( a - b \in K \) and \( b - c \in K \). But, since \( K \) is nonempty and closed under addition, we must have that \( (a - b) + (b - c) = a - c \in K \implies a \geq_K c \).

4. compatibility with linear operations

   (a) homogeneity: Let \( a \geq_K b \) and \( \lambda \geq 0 \). Since \( K \) is a conic set and \( a - b \in K \), we see that \( \lambda(a - b) \in K \implies \lambda a \geq_K \lambda b \)
(b) additivity: Let $a \succeq_K b$ and $c \succeq_K d$. Since $K$ is nonempty and closed under addition, $a - b \in K$, and $c - d \in K$, we find that $(a - b) + (c - d) = a + c - b - d \in K \implies a + c - b - d \succeq_K 0 \implies a + c \succeq_K b + d$

□

Three useful pointed convex cones include the nonnegative orthant, the second order cone, and the cone of positive semidefinite matrices. The nonnegative orthant $\mathbb{R}_+^n$ is defined as the set

$$\mathbb{R}_+^n = \{ x \in \mathbb{R}^n : x_i \geq 0 \}$$

The second order cone $Q^n$ is the set defined by

$$Q^n = \left\{ x \in \mathbb{R}^n : x_1 \geq \sqrt{\sum_{i=2}^{n} x_i^2} \right\}$$

Finally, the cone of positive semidefinite matrices is the set defined by

$$S_+^n = \{ X \in \mathbb{R}^{n \times n} : X = X^T, \forall d \in \mathbb{R}^n, d^T X d \geq 0 \}$$

We prove that each of these is a pointed convex cone in the following lemma

**Lemma 2.** The nonnegative orthant, second order cone, and the cone of positive semidefinite matrices are all pointed convex cones.

**Proof.** We begin with the nonnegative orthant. Let $x, y \in \mathbb{R}_+^n$. We must verify three properties. First, let $z = x + y$. We see that $z_i \geq 0$ for each $i$ since $x_i \geq 0$, $y_i \geq 0$, and $z_i = x_i + y_i$. 69
Thus, \( z \in \mathbb{R}^n_+ \) and we have shown that \( \mathbb{R}^n_+ \) is closed under addition. Second, let \( \lambda \geq 0 \) and \( z = \lambda x \). We see that \( z_i = \lambda x_i \geq 0 \) since both \( x_i \geq 0 \) and \( \lambda \geq 0 \). Thus, \( z \in \mathbb{R}^n_+ \) and we have shown that \( \mathbb{R}^n_+ \) is a cone. Finally, assume that \( -x \in \mathbb{R}^n_+ \). Then for each \( i \), \( x_i \geq 0 \) and \( x_i \leq 0 \). Thus, \( x_i = 0 \) and we have that \( \mathbb{R}^n_+ \) is pointed. Therefore, \( \mathbb{R}^n_+ \) is a pointed convex cone.

Next, we consider the second order cone. Let \( x, y \in Q^n \) where

\[
\begin{bmatrix}
  x_0 \\
  \bar{x} \nend{bmatrix} \quad \begin{bmatrix}
  y_0 \\
  \bar{y} \nend{bmatrix}
\]

First, let \( z = x + y \). Then, we have that

\[
\begin{bmatrix}
  x_0 + y_0 \\
  \bar{x} + \bar{y} \nend{bmatrix} = \begin{bmatrix}
  z_0 \\
  \bar{z} \nend{bmatrix}
\]

Thus, we must verify that \( z_0 \geq ||\bar{z}||_2 \). Since \( x_0 \geq ||\bar{x}||_2 \) and \( y_0 \geq ||\bar{y}||_2 \) we have that

\[
\begin{align*}
  z_0 &= x_0 + y_0 \\
  &\geq ||\bar{x}||_2 + ||\bar{y}||_2 \\
  &\geq ||\bar{x} + \bar{y}||_2 = ||\bar{z}||_2
\end{align*}
\]

from the triangle inequality. Thus, \( z \in Q^n \) and we have shown that \( Q^n \) is closed under addition. Second, let \( \lambda \geq 0 \) and \( z = \lambda x \). Since \( \lambda \geq 0 \) and \( x \in Q^n \),

\[
\begin{align*}
  z_0 &= \lambda x_0 \\
  &\geq \lambda ||\bar{x}||_2 = ||\lambda \bar{x}||_2 = ||\bar{z}||_2
\end{align*}
\]

Thus, \( z \in Q^n \) and we have shown that \( Q^n \) is a cone. Finally, assume that \( -x \in Q^n \). Then, we
have that
\[-x_0 \geq \| -\bar{x} \|_2 = \| \bar{x} \|_2 \]

Thus, we have that
\[\| \bar{x} \|_2 \leq x_0 \leq -\| \bar{x} \|_2 \]

Since \( \| \bar{x} \| \geq 0 \), this implies that \( x = 0 \). Thus, \( 0 \in Q^n \) and we have shown that \( Q^n \) is pointed. Therefore, \( Q^n \) is a pointed convex cone.

Finally, we consider the cone of positive semidefinite matrices. Let \( X, Y \in S^n_+ \). First, let \( Z = X + Y \). Then for any \( d \in \mathbb{R}^n \), we have that
\[d^T Z d = d^T (X + Y) d = d^T X d + d^T Y d \geq 0 \]

since both \( X, Y \in S^n_+ \). Thus, we have shown that \( S^n_+ \) is closed under addition. Second, let \( \lambda \geq 0 \) and \( Z = \lambda X \). Then for any \( d \in \mathbb{R}^n \) we have that
\[d^T Z d = d^T (\lambda X) d = \lambda d^T X d \geq 0 \]

since both \( \lambda \geq 0 \) and \( X \in S^n_+ \). Thus, we have shown that \( S^n_+ \) is a cone. Finally, assume that \(-X \in S^n_+ \). Then for any \( d \in \mathbb{R}^n \), we have that \( d^T X d \geq 0 \) and \( d^T X d \leq 0 \). Thus, \( X = 0 \) and we have shown that \( S^n_+ \) is pointed. Therefore, \( S^n_+ \) is a pointed convex cone. \( \square \)

Since each of these cones defines a partial order, we will use the following convention. When \( x \in \mathbb{R}^n_+ \), we denote \( x \geq_{\mathbb{R}^n_+} 0 \). Notice that this is a special case of pointwise inequality.
defined above. Second, when \( x \in Q^n \), we denote \( x \succeq_Q 0 \). Finally, when \( x \in S^n_+ \), we denote \( x \succeq_{S^n} 0 \). In each case, if \( -x \succeq 0 \) then we state that \( x \preceq 0 \).

Practically, we consider these partial orders for two reasons. First, there exists a great variety of problems that can be modeled using these partial orders. Second, we can efficiently solve problems that contain these inequalities with primal-dual interior point methods.

### 5.1.7 Matrix Types

One central design difficulty stems from the ability to manipulate and analyze matrix valued functions. Some properties such as convexity and polynomality only make sense with scalar valued functions. Other properties such as symmetry are only useful when considering matrix valued functions.

In order to understand matrix valued functions, let us consider an example. Let \( f : \mathbb{R}^{m \times n} \times \mathbb{R}^{n \times 1} \to \mathbb{R}^{m \times 1} \) where \( f(X, y) = Xy \) and let \( C \in \mathbb{R}^{m \times 1} \) denote a constant matrix. Then, the function \( f \) represents a system of quadratic functions and the statement \( f(X, y) = C \) delineates a system of quadratic equations. This idea generalizes other classes of functions and equations.

Thus, in one sense, we view matrix valued functions as a system of functions. This allows us to consider the convexity, polynomality, and monotonicity of each function in the system. In another sense, we view matrix valued functions as simply a function with a matrix domain. This allows us to consider whether element in the range is symmetric. It also allows us to define constraints based on partial orders such as second-order cone
constraints and semidefinite constraints.

In our definition of types, we specify that model functions have type

\[ \{ \langle c, p, m, o \rangle_{ij}^{nn}, y \} \]

This tells us that we have a matrix valued function where

\[
f(x) = \begin{bmatrix}
f_{11}(x) & f_{12}(x) & \cdots & f_{1n}(x) \\
f_{21}(x) & f_{22}(x) & \cdots & f_{2n}(x) \\
\vdots & \vdots & \ddots & \vdots \\
f_{m1}(x) & f_{m2}(x) & \cdots & f_{mn}(x)
\end{bmatrix}
\]

Each individual function \( f_{ij} \) is scalar valued and it possesses the properties defined by the tuple \( \langle c, p, m, o \rangle_{ij} \). The property \( y \) tells us if the resulting matrix is symmetric.

### 5.2 Formal Definition

The grammar and type-system give structure to a language. In other words, they ensure that terms within the language are well-formed. However, these terms are simply text; they do not have meaning. Denotational semantics assigns these pieces of text a precise, unambiguous mathematical meaning. Once we know the meaning of these terms, we can then prove results about our language.

The discussion of the semantics falls into two parts. In the first part, we will assign a formal meaning to each type of the language. This will define a collection of sets. For
example, \( \llbracket \sim \rrbracket \) defines the set of all convex functions. In the second part, we will assign a formal meaning to each well-typed term. In both of these cases, \( \llbracket \cdot \rrbracket \) denotes the semantic function that assigns meaning to terms.

In the following discussion, let the set of all possible codomains for scalar valued functions be defined as

\[
O = \{ \mathbb{R}, \mathbb{Z}, \{0, 1\}, \{-1, 1\} \}
\]

This allows us to denote the set of all possible domains of a decision variable to be

\[
D = \{ o^{m\times n}, S^n \} \quad m, n \in \mathbb{N}, o \in O
\]

Since the domain of each function in an optimization problem is defined by the combined domains of all decision variables, we define the set of all possible function domains as

\[
S = \left\{ \prod_{i=1}^{n} d_i \right\} \quad n \in \mathbb{N}, d_i \in D
\]

Thus, the set of all possible systems of model functions is delineated by

\[
M = \left\{ \prod_{i=1}^{m} \prod_{j=1}^{n} [s \rightarrow o_{ij}] \right\} \quad i, j \in \mathbb{N}, o_{ij} \in O, s \in S
\]

In a similar manner, we recall that any expression is either a model function, a natural, or a
constraint. Hence, the set of all possible meanings for these expressions is given by

\[ T = \{ m \}_{m \in M} \cup \{ \{ \eta \} \}_{\eta \in \mathbb{N}} \cup \{ \square \}_{s \in S, o \in S} \]

The set of all functions that map an arbitrary number of elements from \( T \) into another element in \( T \) is given by

\[ F = \left\{ \left( \prod_{i=1}^{n} t_i \to t \right) \right\}_{n \in \mathbb{N}, t_i \in T} \]

The meaning of the types is defined as follows

**Convexity**

\[ \llbracket \cdot \rrbracket : C \rightarrow \{ [s \rightarrow o] \}_{o \in O, s \in S} \]

\[ [\land] = \{ f \in [s \rightarrow R] : \forall \lambda \in [0, 1], f(\lambda x + (1 - \lambda)y) = \lambda f(x) + (1 - \lambda)f(y) \}_{s \in S} \]

\[ [\lor] = \{ f \in [s \rightarrow R] : \forall \lambda \in [0, 1], f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) \}_{s \in S} \]

\[ [\lnot] = \{ f \in [s \rightarrow R] : \forall \lambda \in [0, 1], f(\lambda x + (1 - \lambda)y) \geq \lambda f(x) + (1 - \lambda)f(y) \}_{s \in S} \]

\[ [\bot] = \{ f \in [s \rightarrow o] \}_{o \in O, s \in S} \]

**Polynomiality**

\[ \llbracket \cdot \rrbracket : P \rightarrow \{ [s \rightarrow o] \}_{o \in O, s \in S} \]

\[ [\alpha] = \{ f \in [s \rightarrow R] : f(x) = \alpha \}_{s \in S} \]

\[ [(\alpha, a)] = \{ f \in [s \rightarrow R] : f(x) = \alpha + \langle a, vec(x) \rangle \}_{s \in S} \]

\[ [(\alpha, a, A)] = \{ f \in [s \rightarrow R] : f(x) = \alpha + \langle a, vec(x) \rangle + \langle Avec(x), vec(x) \rangle \}_{s \in S} \]

\[ [\bot] = \{ f \in [s \rightarrow o] \}_{o \in O, s \in S} \]

**Monotonicity**

\[ \llbracket \cdot \rrbracket : M \rightarrow \{ [s \rightarrow o] \}_{o \in O, s \in S} \]
$$\llbracket - \rrbracket = \{ f \in [s \to \mathbb{R}] : \forall x \geq y, f(x) = f(y) \}_{s \in S}$$

$$\llbracket \nearrow \rrbracket = \{ f \in [s \to \mathbb{R}] : \forall x \geq y, f(x) \geq f(y) \}_{s \in S}$$

$$\llbracket \searrow \rrbracket = \{ f \in [s \to \mathbb{R}] : x \geq y, f(x) \leq f(y) \}_{s \in S}$$

$$\llbracket \perp \rrbracket = \{ f \in [s \to \{0\}] \}_{o \in O, s \in S}$$

**Codomain**

$$\llbracket \mathbb{R} \rrbracket = \mathbb{R}$$

$$\llbracket \mathbb{C} \rrbracket = \mathbb{C}$$

$$\llbracket \mathbb{Z} \rrbracket = \mathbb{Z}$$

$$\llbracket \{0, 1\} \rrbracket = \{0, 1\}$$

$$\llbracket \{-1, 1\} \rrbracket = \{-1, 1\}$$

**Symmetry**

$$\llbracket \top \rrbracket = \{ f \in m : f(x) = f(x)^T \}_{m \in M}$$

$$\llbracket \perp \rrbracket = \{ f \in m \}_{m \in M}$$

**Types**

$$\llbracket \llbracket \langle c, p, m, o \rangle_{i j}^{m a} \rrbracket, y \rrbracket \rrbracket = \{ f \in [s \to \mathbb{R}^{m a}] \cap \llbracket y \rrbracket : f_{i j} \in \llbracket c_{i j} \rrbracket \cap \llbracket p_{i j} \rrbracket \cap \llbracket m_{i j} \rrbracket \cap \{ g \in [s \to \llbracket o_{i j} \rrbracket] \}_{s \in S} \rrbracket$$

$$\llbracket \eta \rrbracket = \{ \eta \}$$
\[ \Diamond = \{ x \in X : X \subseteq s \}_{s \in S} \]

**Function Types**
\[ \llbracket \{ t_i \}^m \rightarrow t \rrbracket = \prod_{i=1}^{m} \llbracket t_i \rrbracket \rightarrow \llbracket t \rrbracket \]

**Domain**
\[ \llbracket \sigma^{m \times n} \rrbracket = \{ \llbracket \sigma \rrbracket^{m \times n} \}_{m,n \in \mathbb{N}} \]
\[ \llbracket S^n \rrbracket = \{ S^n \}_{n \in \mathbb{N}} \]

**Decision Variable Context**
\[ \llbracket \{ x_i : d_i \}^n \rrbracket = \prod_{i=1}^{n} \llbracket d_i \rrbracket \]

As expected, the types associated with convexity, polynomality, monotonicity, and symmetry all map to a set of functions. Since we also track the pointwise codomain of each function, the meaning of each codomain type is a set of numbers. Combining these types, each expression must either be a model function, a natural number, or a set of feasible points. The remaining definitions characterize the meaning of each context.

The precise meaning of each remaining term depends on its type. Thus, the remaining semantics are defined on typing judgments. The meaning of these subexpressions is defined inductively as

**Mathematical Program**
\[ \llbracket \Gamma \vdash \min e \text{ over } \Sigma \text{ st } \{ e \}^n_i \rrbracket \]

\[ \llbracket \cdot \rrbracket : G \times N \rightarrow \mathbb{R} \]
Scalar Functions

\[ \Gamma \vdash e : \langle c, p, m, \mathbb{R} \rangle \]

where \( A = \langle \Sigma \rangle \)

\[ B = \bigcap_{i=1}^{n} \langle \Gamma; \Sigma \vdash e_i : \odot \rangle \]

Expressions

\[ \langle \cdot \rangle : \mathbb{G} \times \mathbb{S} \times \mathbb{E} \times T \rightarrow \bigcup_{t \in T} \]

\[ \langle \cdot \rangle : \mathbb{G} \times \mathbb{S} \times \mathbb{E} \times (\mathbb{T} \downarrow) \rightarrow \bigcup_{t \in T} \]

Scalar Functions

\[ \langle \cdot \rangle : \mathbb{G} \times \mathbb{E} \times (\mathbb{T} \downarrow) \rightarrow \bigcup_{t \in T} \]

\[ \langle \cdot \rangle : \mathbb{G} \times \mathbb{E} \times (\mathbb{T} \downarrow) \rightarrow \bigcup_{t \in T} \]

\[ \Gamma \vdash \leq_{\mathbb{R}_{\downarrow}} : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \odot \]

\[ \Gamma \vdash = : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \odot \]

\[ \Gamma \vdash + : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \langle c, p, m, o \rangle \]

\[ \Gamma \vdash - : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \langle c, p, m, o \rangle \]

\[ \Gamma \vdash - : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \langle c, p, m, o \rangle \]

\[ \Gamma \vdash - : \langle \langle c, p, m, o \rangle \rangle_{\uparrow} \rightarrow \langle c, p, m, o \rangle \]
\[ \Gamma \vdash \ast : \{ (c, p, m, o) \}_{k}^{2} \rightarrow (c, p, m, o) \equiv f, g \mapsto (x \mapsto f(x)g(x)) \]

\[ \Gamma \vdash / : \{ (c, p, m, o) \}_{k}^{2} \rightarrow (c, p, m, o) \equiv f, g \mapsto (x \mapsto f(x)/g(x)) \]

\[ \Gamma \vdash \| : \{ (c, p, m, o) \}_{k}^{1} \rightarrow (c, p, m, o) \equiv f \mapsto (x \mapsto |f(x)|) \]

\[ \Gamma \vdash \max : \{ (c, p, m, o) \}_{k}^{2} \rightarrow (c, p, m, o) \equiv f, g \mapsto (x \mapsto \max(f(x), g(x))) \]

\[ \Gamma \vdash \min : \{ (c, p, m, o) \}_{k}^{2} \rightarrow (c, p, m, o) \equiv f, g \mapsto (x \mapsto \min(f(x), g(x))) \]

\[ \Gamma \vdash \cdot : \{ (c, p, m, o) \}_{k}^{2} \rightarrow (c, p, m, o) \equiv f, g \mapsto (x \mapsto f(x)g(x)) \]

\[ \mathbf{Matrix \ Functions} \]

\[ \left\| \cdot \right\| : G \times E \times ((T)_{i}^{0} \rightarrow T) \rightarrow \bigcup_{i \in F} \]
\[ \begin{align*}
\Gamma \vdash \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f, a, b \mapsto f_{ab}(x) \\
\Gamma \vdash \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto Y) \text{ where } Y_{ij} = |f_{ij}(x)| \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \max_{i,j} f_{ij}(x)) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \min_{i,j} f_{ij}(x)) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \sum_{i,j} f_{ij}(x)) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \|f(x)\|_{\infty}) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \|f(x)\|_{1}) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \|f(x)\|_{2}) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto x^{T}) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \text{tr}(x)) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f, g \mapsto (x \mapsto [f(x) \ g(x)]) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f, g \mapsto \left(x \mapsto \begin{pmatrix} f(x) \\ g(x) \end{pmatrix}\right) \\
\Gamma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f, g \mapsto \left(x \mapsto \begin{pmatrix} f(x) & g(x) \\ g^{T}(x) & h(x) \end{pmatrix}\right) \\
\Gamma; \Sigma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \lambda_{\max}(f(x))) \\
\Gamma; \Sigma \vdash \cdot \cdot : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} & \rightarrow \langle c, p, m, o \rangle] = f \mapsto (x \mapsto \lambda_{\min}(f(x)))
\end{align*} \]
The meaning of a mathematical program follows our expectations. It consists of an objective function, the domain of all decision variables, and a list of constraints. Expressions consists of four possibilities. They can be a natural number, a function that maps its argument to a constant, a function that projects out the kth element, or a function application. The functions allowed during a function application fall into two categories. Either they define a set of feasible points or they compose their arguments into another function.

For example, consider the meaning of $x + |y|$ where $\Sigma = \{x : \mathbb{R}^{1 \times 1}, y : \mathbb{R}^{1 \times 1}\}$. We see that

$$
\{\Gamma; \Sigma \vdash x + |y| : \langle \perp, \perp, \perp, \mathbb{R} \rangle \} \\
= \left[\left\{\Gamma \vdash + : \langle \langle c, p, m, o \rangle \rangle^2 \rightarrow \langle c, p, m, o \rangle \right\} \left\{\Gamma; \Sigma \vdash x : \langle /, \left[\begin{array}{c} 1 \\ 0 \end{array} \right], \mathbb{R} \rangle \right\}, \left\{\Gamma; \Sigma \vdash |y| : \langle \perp, \perp, \perp, \mathbb{R} \rangle \right\} \right\}
$$

$$
= (f, g \mapsto (x \mapsto f(x) + g(x))) \{x \mapsto x_1,
$$

$$
= (f, g \mapsto (x \mapsto f(x) + g(x))) \{x \mapsto x_1, (f \mapsto (x \mapsto |f(x)|)) \{x \mapsto x_2\}
$$

$$
= (f, g \mapsto (x \mapsto f(x) + g(x))) \{x \mapsto x_1, x \mapsto |x_2|\}
$$

$$
= x \mapsto x_1 + |x_2|
$$
It is important to recognize that this function depends on the context $\Sigma$. For instance, if instead we defined $\Sigma = \{ t : \mathbb{R}^{7 \times 9}, x : \mathbb{R}^{1 \times 1}, y : \mathbb{R}^{1 \times 1} \}$, the meaning of $x + |y|$ would be $x \mapsto x_2 + |x_3|$. This seemingly minor detail will become extremely important during the discussion of transformations.

### 5.3 Soundness and Completeness

In the following section, we will prove two results. We will show that the meaning of any mathematical program is a real number. Additionally, we will show that it is not possible to represent every real number by the meaning of a mathematical program using our grammar. In other words, we will show that our language is sound, but not complete.

**Theorem 1** (Soundness of Expressions). For $\Gamma \in G$ defined above and any $\Sigma \in S$, $e \in E$, and $t \in T$ such that $\Gamma; \Sigma \vdash e : t$, $\llbracket \Gamma; \Sigma \vdash e \rrbracket \in \llbracket t \rrbracket$.

**Proof.** In the above presentation, we have been careful to separate scalar functions from matrix functions. We do this since proving soundness on scalar functions is more straightforward than matrix functions. In the following proof, we will consider all scalar cases first. Then, we will use these results to help prove the matrix cases. In both cases, the proof follows from induction on the structure of $e$.

In the first case, we must verify that $\llbracket \Gamma; \Sigma \vdash A : \eta \rrbracket \in \llbracket \eta \rrbracket$. Recall, our typing rules stipulate that $A$ must be a natural number denoted by $\eta$. Thus, soundness follows immediately since $\llbracket \Gamma; \Sigma \vdash A : \eta \rrbracket = A$ and $\llbracket \eta \rrbracket = \{ \eta \}$. 
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Next, we must check that

\[
\left[ \Gamma; \{ x : d \}_k^n \vdash x_k : \langle /, (0, e_{i(k,1,1)}), \triangleright, o \rangle \right] \in \left[ \langle /, (0, e_{i(k,1,1)}), \triangleright, o \rangle \right]
\]

Our strategy will be to analyze the properties of the function on the left hand side. Then, we will show that this function lies within the set defined on the right hand side.

We define the meaning of a scalar variable lookup as

\[
\left[ \Gamma; \{ x : d \}_k^n \vdash x_k : \langle /, (0, e_{i(k,1,1)}), \triangleright, o \rangle \right] = x \in \left[ \{ x : d \}_k^n \right] \mapsto x_k
\]

Certainly, this function is affine since

\[
(\lambda x + (1 - \lambda)y)_k = \lambda x_k + (1 - \lambda)y_k
\]

In addition, we see that this function is linear. Notice that

\[
\frac{\partial (x \in \prod_{i=1}^n D_k \mapsto x_k)}{\partial x_k} = \begin{cases} 1 & \kappa(k, 1, 1) = k \\ 0 & \text{otherwise} \end{cases}
\]

where \(D_p \subseteq \mathbb{R}^{r_p \times c_p}\) and we recall that \(\kappa(k, 1, 1) = 1 + \sum_{p=1}^{k-1} r_p c_p\). Therefore, we can exactly represent this function by its Taylor series

\[
x_k = \langle e_{i(k,1,1)}, vec(x) \rangle
\]
Further, this function is increasing. Take \( x \geq \mathbb{R}, y \). Then, by definition, \( x_k \geq \mathbb{R}, y_k \) for each \( k \). Finally, we also see by definition that \( x_k \in o \). Therefore, we can safely assume that the codomain of \( x \in [x : d|_{k}] \mapsto x_k \) lies in \( o \).

Next, we must show that the above function lies within the following set

\[
\mathcal{N} \left[ \langle (0, e_{i(k,1,1)}), o \rangle \right] = \{ f \in [s \to \mathbb{R}] : \forall \lambda \in [0, 1], f(\lambda x + (1 - \lambda) y) = \lambda f(x) + (1 - \lambda) f(y) \}_{s \in S}
\]

Let us expand these terms. The first term becomes

\[
f \in [s \to \mathbb{R}] \cap \mathcal{N} = \{ f \in [s \to \mathbb{R}] : f(x) = f(x)^T \}_{m \in M}
\]

We can eliminate the explicit symmetry requirement as all scalar functions are symmetric.

Thus, each element of the set must map some domain to a real number. The next term requires

\[
f \in \mathcal{N} = \{ f \in [s \to \mathbb{R}] : \forall \lambda \in [0, 1], f(\lambda x + (1 - \lambda) y) = \lambda f(x) + (1 - \lambda) f(y) \}_{s \in S}
\]

In other words, this term stipulates that all functions in the set must be affine. Next, we define that

\[
f \in \left[ (0, e_{i(k,1,1)}) \right] = \{ f \in [s \to \mathbb{R}] : f(x) = \langle e_{i(k,1,1)}, \text{vec}(x) \rangle \}_{s \in S}
\]
This states that each function in the set must be a linear polynomial where the linear coefficient contains only a single one in the $i(k, 1, 1)$ position. We also state that

$$f \in \mathcal{F} = \{f \in [s \to \mathbb{R}] : \forall x \geq y, f(x) \geq f(y)\}_{s \in S}$$

This mandates that each function in the set must be increasing. Finally, we define that

$$\{g \in [s \to \mathcal{O}]\} = \{g \in [s \to o]\}$$

Thus, each function in the set must have codomain $o$. Since we verified that the function $x \in \mathcal{O} \{x : d\}_{k}^{i} \mapsto x_{k}$ possesses each of these properties, our definition of variable lookups is sound.

The soundness of a scalar constant follows in a similar manner. We must show that

$$\llbracket \Gamma; \Sigma \vdash A : \langle /, A, -, \mathbb{R} \rangle \rrbracket \in \llbracket \langle /, A, -, \mathbb{R} \rangle \rrbracket$$

By definition,

$$\llbracket \Gamma; \Sigma \vdash A : \langle /, A, -, \mathbb{R} \rangle \rrbracket = x \in \llbracket \Sigma \rrbracket \mapsto A$$

This trivially lies in the set

$$\llbracket \langle /, A, -, \mathbb{R} \rangle \rrbracket$$

$$= \{f \in [s \to \mathbb{R}] \cap \mathcal{S} : f \in [\mathcal{S}] \cap [A_{ij}] \cap [-] \cap \{g \in [s \to \mathbb{R}]\}_{s \in S}\}_{s \in S}$$
Since this function is affine, constant, and both increasing and decreasing.

Now we consider the soundness of function application. Thus, we must show that

$$\llbracket \Gamma; \Sigma \vdash f\{e\}_{i}^{m} : t \rrbracket \in \llbracket t \rrbracket$$

We define that

$$\llbracket \Gamma; \Sigma \vdash f\{e\}_{i}^{m} : t \rrbracket = \llbracket \Gamma \vdash f : \{t\}_{i}^{m} \rightarrow t \rrbracket \{\llbracket \Gamma; \Sigma \vdash e : t \rrbracket\}_{i}^{m}$$

By induction, we know that the meaning of each of the arguments is sound. Thus, we must check the soundness of each built-in function.

Consider two relations defined on scalars: the partial order defined by the positive orthant and equality. We must show that

$$\llbracket \Gamma \vdash \geq_{\mathbb{R}_{+}} : \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket \in \llbracket \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket$$

$$\llbracket \Gamma \vdash = : \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket \in \llbracket \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket$$

By definition, we see that

$$\llbracket \Gamma \vdash \geq_{\mathbb{R}_{+}} : \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket = f, g \mapsto \{x : f(x) \geq g(x)\}$$

$$\llbracket \Gamma \vdash = : \{(c, p, m, o)\}_{k}^{2} \rightarrow \Diamond \rrbracket = f, g \mapsto \{x : f(x) = g(x)\}$$

Thus, the meaning of both of these judgments is a function that maps two functions to a
feasible set. We see that the meaning their types is

\[
\left\{ \langle c, p, m, o \rangle \right\}_k^2 \rightarrow \diamond \right\} = \left[ \prod_{k=1}^2 \right] \left\{ \langle c, p, m, o \rangle \right\}_k \rightarrow \{\diamond\}\right\}
\]

Thus, it is a set of functions where each function in the set maps two scalar model functions into a set of feasible points. Certainly, both functions above fall within this set. Therefore, their meaning is sound.

Next, we consider the meaning of addition. We must verify that

\[
\left[ \Gamma \vdash + : \{\langle c, p, m, o \rangle \}_k^2 \rightarrow \langle c, p, m, o \rangle \right]\in \left[ \{\langle c, p, m, o \rangle \}_k^2 \rightarrow \langle c, p, m, o \rangle \right]
\]

for each type combination defined on page 35. By definition, we see that

\[
\left[ \Gamma \vdash + : \{\langle c, p, m, o \rangle \}_k^2 \rightarrow \langle c, p, m, o \rangle \right] = f, g \mapsto (x \mapsto f(x) + g(x))
\]

Since addition is an increasing, affine function, its composition with two affine functions is affine, two convex functions, convex, and two concave, concave. Further, the addition of two polynomials is another polynomial whose coefficients are the sum of those in the two composing functions. We also know that the addition of two constant functions is constant, increasing functions, increasing, and decreasing functions, decreasing. Finally, the addition of two integers must be an integer and the addition of two reals is real. These properties match those given by the typing rules, thus the meaning is sound.
We now examine the meaning of negation. We must check that
\[
\left[ \Gamma \vdash - : \{\langle c, p, m, o \rangle \}^1_k \rightarrow \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle \}^1_k \rightarrow \langle c, p, m, o \rangle \right]
\]
for all the type combinations defined earlier on page 36. We specify that
\[
\left[ \Gamma \vdash - : \{\langle c, p, m, o \rangle \}^1_k \rightarrow \langle c, p, m, o \rangle \right] = \begin{pmatrix} f \mapsto \lambda (x) \mapsto -f(x) \end{pmatrix}
\]
Composition with negation reverses the convexity of a function. Thus, affine functions remain affine, convex become concave, and concave become convex. Similarly, composing with negation reverses the sort of monotonicity. Negation also preserves polynomiality, but negates the coefficients. Finally, the negation of a plus-minus-one integer remains plus-minus one integer, integer remains integer, real, real. As this matches the description given in the typing rules, the meaning is sound.

We declare the meaning of subtraction to be
\[
\left[ \Gamma \vdash - : \{\langle c, p, m, o \rangle \}^2_k \rightarrow \langle c, p, m, o \rangle \right] = \begin{pmatrix} f, g \mapsto \lambda (x) \mapsto f(x) - g(x) \end{pmatrix}
\]
We must verify that
\[
\left[ \Gamma \vdash - : \{\langle c, p, m, o \rangle \}^2_k \rightarrow \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle \}^2_k \rightarrow \langle c, p, m, o \rangle \right]
\]
for each type combination on page 37. Subtraction can be defined by combining addition
and negation. In other words, \( f - g = f + (-g) \). Since we type subtraction by combining the addition and negation rules and their meaning is sound, the meaning of subtraction is also sound.

We define the meaning of multiplication as

\[
\begin{align*}
\Gamma \vdash * : \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle = f, g \mapsto (x \mapsto f(x)g(x))
\end{align*}
\]

We must determine whether

\[
\begin{align*}
\begin{bmatrix}
\Gamma \vdash * : \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle
\end{bmatrix} \in \begin{bmatrix}
\{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle
\end{bmatrix}
\end{align*}
\]

for every type combination defined above on page 38. When a constant is positive, a constant scaling of a function preserves the convexity. Conversely, when a constant is negative, a constant scaling reverses the convexity. Next, when one function is a polynomial, a constant scaling of that polynomial remains a polynomial with scaled coefficients. When both functions are linear polynomials, their product is quadratic. Let \( f(x) = \alpha + \langle a, x \rangle \) and
\[ g(x) = \beta + \langle b, x \rangle. \] Then

\[ f(x)g(x) = (\alpha + \langle a, x \rangle)(\beta + \langle b, x \rangle) \]

\[ = (\alpha + \beta) + (\alpha\langle b, x \rangle + \beta\langle a, x \rangle) + \langle a, x \rangle\langle b, x \rangle \]

\[ = (\alpha + \beta) + \langle ab + \beta a, x \rangle + x^T ab^T x \]

\[ = (\alpha + \beta) + \langle ab + \beta a, x \rangle + \langle ab^T x, x \rangle \]

\[ = (\alpha + \beta) + \langle ab + \beta a, x \rangle + \left( \frac{ab^T + ba^T}{2} \right) x, x \]

In the final step, we find the symmetric form of the quadratic coefficient. In addition, a positive scaling preserves the monotonicity of a function while a negative scaling reverses the monotonicity. Finally, if both arguments are zero-one, we know their product must be zero-one. Similarly, the product of two plus-minus one numbers remains plus-minus one, integer, integer, and real, real. Since each of these properties matches the type description, its meaning is sound.

Next, we consider division. We must ascertain whether

\[
\begin{align*}
\Gamma \vdash / : \{(c, p, m, o)\}_k^2 \rightarrow (c, p, m, o) &\in \{(c, p, m, o)\}_k^2 \rightarrow (c, p, m, o) \\
\end{align*}
\]

for each type combination on page 39. By definition, we see that

\[
\begin{align*}
\Gamma \vdash / : \{(c, p, m, o)\}_k^2 \rightarrow (c, p, m, o) &\in f, g \mapsto (x \mapsto f(x)/g(x)) \\
\end{align*}
\]
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When the second argument is constant, we have a constant scaling of the first function. This behaves identically to multiplying the first function by a constant scalar. In addition, we know that a plus-minus one number divided by another plus-minus one remains plus-minus one, an integer divided by a plus-minus one remains integer, and a real divided by a real remains real. As these properties align with the type description, the meaning is sound.

Examine the meaning of the absolute value function

\[
\left[ \Gamma \vdash |\cdot| : \{\langle c, p, m, o \rangle\}_k^1 \rightarrow \langle c, p, m, o \rangle \right] = f \mapsto (x \mapsto |f(x)|)
\]

We must show that

\[
\left[ \Gamma \vdash |\cdot| : \{\langle c, p, m, o \rangle\}_k^1 \rightarrow \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle\}_k^1 \rightarrow \langle c, p, m, o \rangle \right]
\]

for every type combination defined above on page 41. When the sole argument is constant, the resulting composition is constant. Therefore, the resulting function must be affine, a constant polynomial, and both increasing and decreasing. Further, the absolute value preserves each of the codomains that we define above. Since these properties agree with the type descriptions, the meaning is sound.

Now, we must certify that

\[
\left[ \Gamma \vdash max : \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle \right]
\]
for each defined typing combination on page 41. We define that

$$\left[ \Gamma \vdash \text{max} : \{\langle c, p, m, o \rangle \}_k^2 \rightarrow \langle c, p, m, o \rangle \right] = f, g \mapsto (x \mapsto \text{max}(f(x), g(x)))$$

When both arguments are constant, the resulting composition must be constant, hence, affine. Next, we show that when both functions are convex, the resulting composition is convex. We know that the max function is convex since

$$\text{max}(\lambda x_1 + (1 - \lambda)y_1, \lambda x_2 + (1 - \lambda)y_2) = \max_{i \in \{1, 2\}} \lambda x_i + (1 - \lambda)y_i$$

$$\leq \max_{i \in \{1, 2\}} \lambda x_i + \max_{i \in \{1, 2\}} (1 - \lambda)y_i$$

$$= \lambda \max_{i \in \{1, 2\}} x_i + (1 - \lambda) \max_{i \in \{1, 2\}} y_i$$

$$= \lambda \text{max}(x_1, x_2) + (1 - \lambda) \text{max}(y_1, y_2)$$

It is also increasing since for $x \leq y$, $\text{max}(x_1, x_2) \leq \text{max}(y_1, y_2)$. Therefore, the composition between max and a set of convex functions must be convex. As mentioned above, when both arguments are constant, the resulting composition must be constant. Therefore, the composition will be a constant polynomial whose constant coefficient is equal to the maximum of the two constant coefficients. In addition, since the max function is increasing, when both arguments are increasing, the result is increasing. Conversely, when both
arguments are decreasing, we have a similar result. Notice that

\[
\max\{f_1(x), f_2(x)\} \geq f_1(x) \geq f_1(y)
\]

\[
\max\{f_1(x), f_2(x)\} \geq f_2(x) \geq f_2(y)
\]

Therefore, \(\max\{f_1(x), f_2(x)\} \geq \max\{f_1(y), f_2(y)\}\). Thus, the composition is decreasing. Finally, we see that the maximum between two \(\{0, 1\}\) integers remains \(\{0, 1\}\), \(-1, 1\) integer remains \(-1, 1\), integer, integer, and real, real. As each of these observations matches the type descriptions, the meaning is sound.

Next, we assert that

\[
\left[ \Gamma \vdash \min : \{(c, p, m, o)\}_k^2 \to \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle\}_k^2 \to \langle c, p, m, o \rangle \right]
\]

for each typing combination on page 42. We specify that

\[
\left[ \Gamma \vdash \min : \{(c, p, m, o)\}_k^2 \to \langle c, p, m, o \rangle \right] = f, g \mapsto (x \mapsto \min(f(x), g(x)))
\]

As with the max function, when both arguments are constants, the result must be constant and hence affine. By itself, the min function is concave where the proof follows from a similar argument as the one used to show the convexity of the max function. In addition, it is decreasing. Thus, the composition between min and a pair of concave functions remains concave. As mentioned above, the composition with two constants functions is constant.
The coefficient is equal to the minimum of the two arguments. Additionally, since the min function is decreasing, the composition with two decreasing functions remains decreasing. The composition with two increasing functions remains increasing where the proof follows analogously to the max case. Finally, we see that when both arguments have a \( \{0, 1\} \) codomain, the composition maintains the \( \{0, 1\} \) codomain. This also follows for \( \{-1, 1\} \) integer, integer, and real codomains. Each of these properties follows the type descriptions. Thus, the meaning is sound.

Finally, we reestablish the definition of exponentiation as

\[
\left[ \Gamma \vdash \cdot : \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle \right] = f, g \mapsto (x \mapsto f(x)^{(g(x)})
\]

We must show that

\[
\left[ \Gamma \vdash \cdot : \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle \right] \in \left[ \{\langle c, p, m, o \rangle\}_k^2 \rightarrow \langle c, p, m, o \rangle \right]
\]

for each of the typing combinations formerly defined on page 43. First, let us consider when the composition is affine. When both arguments are constant, the result must be constant, hence, affine. Alternatively, when the second argument is 0, then the resulting function must be a constant 1 which is also affine. In addition, when the first argument is affine and the second argument is 1, the composition is equivalent to the first argument. Therefore, the result is affine. Next, we consider when the composition is convex. Certainly, when the first argument is convex and the second is 1, the composition is equal to the first argument.
Thus, it must be convex. Next, we notice that \( x \mapsto x^p \) is convex when \( p \) is positive and even since
\[
\frac{\partial^2}{\partial x^2} (x \mapsto x^p) = x \mapsto p(p - 1)x^{p-2}
\]
and \( p(p - 1)x^{p-2} \geq 0 \) for all \( x \). Therefore, the composition of this function with an affine function must be convex. Alternatively, consider the case where the first argument is a convex, pure quadratic and the second argument is \( 1/2 \). Let \( A_1 \) be the second-order coefficient of the first argument. Since this function is convex, \( A_1 \geq_\mathcal{S} 0 \). Thus, we can factor \( A_1 \) into \( U^T U \). Then, we notice that
\[
\sqrt{\langle A_1 \text{vec}(x), \text{vec}(x) \rangle} = \sqrt{\langle U^T \text{vec}(x), \text{vec}(x) \rangle} \\
= \sqrt{\langle \text{vec}(x), \text{vec}(x) \rangle} \\
= \| \text{vec}(x) \|_2 \\
= \| \text{vec}(x) \|_U
\]
Since all norms are convex, the composition must be convex. Next, in a similar manner as before, when the first argument is concave and the second argument is \( 1 \), the result must be concave. Now, let us determine when the composition is a low-order polynomial. Of course, when both arguments are constant, we can directly compute the exponentiation which yields a constant polynomial. In a similar manner, when the second argument is \( 0 \), the result must be a constant \( 1 \). Next, when the first argument is a low-order polynomial and the second argument is \( 1 \), the result remains a low-order polynomial with the same
coefficients as the first argument. Alternatively, consider the case when the first argument is a linear polynomial of the form $\alpha + \langle a, \text{vec}(x) \rangle$ and we square the result. Then, we see that

\[
(\alpha + \langle a, \text{vec}(x) \rangle)^2 = \alpha^2 + 2\alpha\langle a, \text{vec}(x) \rangle + \langle a, \text{vec}(x) \rangle\langle a, \text{vec}(x) \rangle
\]

\[
= \alpha^2 + \langle 2\alpha a, \text{vec}(x) \rangle + \text{vec}(x)^T aa^T \text{vec}(x)
\]

\[
= \alpha^2 + \langle 2\alpha a, \text{vec}(x) \rangle + \langle aa^T \text{vec}(x), \text{vec}(x) \rangle
\]

Therefore, the composition is quadratic with coefficients $(\alpha^2, 2\alpha a, aa^T)$. Now, let us consider when the composition is monotonic. As we’ve mentioned before, when both arguments are constant, the result must be constant. Next, we notice that the function $x \mapsto x^p$ is increasing when $p \geq 1$ and odd since

\[
\frac{\partial}{\partial x} x \mapsto x^p = x \mapsto px^{p-1}
\]

and $px^{p-1} \geq 0$ for all $x$. Therefore, the composition of this function with an increasing function is increasing and the the composition with a decreasing function is decreasing. Finally, we consider the codomain of the function. When both arguments are zero-one integer, we have four possible cases: $0^0$, $0^1$, $1^0$, and $1^1$. As long as we define $0^0$ as 0 or 1, in each case, the result is either 0 or 1. Next, when both arguments are plus-minus one integer, we also have four possible cases: $1^1$, $1^{-1}$, $-1^1$, and $-1^{-1}$. Thus, the result remains $\pm 1$ integer. When both arguments produce an integer result and the second argument is a
positive constant, exponentiation reduces to multiplication. Since the product of an integer with another integer is an integer, the result of composition remains integer. Since each of these properties matches our definition, the meaning of exponentiation is sound.

At this point, we have verified soundness for all scalar functions. Now, we address matrix functions. This includes analyzing the soundness of matrix variable lookups and soundness of matrix functions. We use these results from the scalars cases to prove these results.

We begin by considering matrix variable lookups. There are two cases:

\[
\Gamma; \{ x : d \}^n \vdash x_k : \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, o \rangle_{ij}^{mn}, \bot \rangle 
\in \langle \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, o \rangle_{ij}^{mn}, \bot \rangle
\]

\[
\Gamma; \{ x : d \}^n \vdash x_k : \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, \mathbb{R} \rangle_{ij}^{mn}, \delta \rangle 
\in \langle \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, \mathbb{R} \rangle_{ij}^{mn}, \delta \rangle
\]

The meaning of both cases is defined by:

\[
\Gamma; \{ x : d \}^n \vdash x_k : \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, o \rangle_{ij}^{mn}, \bot \rangle
\]

\[
= \Gamma; \{ x : d \}^n \vdash x_k : \langle \cup, (0, e_{(k, i, j)}), \not\emptyset, \mathbb{R} \rangle_{ij}^{mn}, \delta \rangle
\]

\[
= x \in \{ x : d \}^n \leftrightarrow x_k
\]

For each pointwise function, this reduces to the scalar case. Thus, we know that it is affine, a linear polynomial, and increasing for each pointwise function. Further, we can reason that the domain of each element is defined by \( o \) in the case of a general matrix or a real number in the case of a symmetric variable. Hence, the only property that we can not extrapolate.
from the scalar case is symmetry. From the definition of the meaning of the type

\[ \{ f \in [s \rightarrow \mathbb{R}] \cap \{ y \} : \ldots \}_{s \in S} \]

When \( y = \hat{\perp} \), we have that

\[ \llbracket \hat{\perp} \rrbracket = \{ f \in m : f(x) = f(x)^T \}_{m \in M} \]

Thus, when \( x_k : S^m \), we must verify that \( x \mapsto x_k = x \mapsto x_k^T \). However, this follows immediately since the \( k \)th projection of the domain must be an element of the set \( \llbracket S^m \rrbracket = S^m \). Thus, the meaning of variable lookups is sound.

We use a similar argument for matrix constants. We must show that

\[ \llbracket \Gamma; \Sigma \vdash A : \{ \langle \cdot, A_{ij}, -, \mathbb{R} \rangle^{mn}_{ij}, \mathcal{Y} \} \rrbracket \in \llbracket \{ \langle \cdot, A_{ij}, -, \mathbb{R} \rangle^{mn}_{ij}, \mathcal{Y} \} \rrbracket \]

The pointwise properties of the constant function follow from those in the scalar case. Therefore, each element is affine, a constant polynomial, and both increasing and decreasing. Thus, we simply need to check symmetry. We stipulate that \( \mathcal{Y} = \hat{\perp} \) when the constant \( A \) is symmetric and \( \bot \) when it is not. Since the function \( x \mapsto A \) has a symmetric codomain when \( A \) is symmetric and our specification matches this property, our definition is sound.

We have already established that the soundness of application depends on the soundness of the built-in functions. Thus, we must check the remaining built-in functions; those that operate on matrices.
Consider the relations equality and the partial orders defined by the nonnegative orthant, second-order cone, and the cone of positive semidefinite matrices. We must show that

\[
\begin{align*}
\Gamma \vdash &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \subseteq \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \\
\Gamma \vdash \geq_R &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \subseteq \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \\
\Gamma \vdash \geq_Q &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \subseteq \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \\
\Gamma \vdash \geq_S &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond \subseteq \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond 
\end{align*}
\]

We stipulate that

\[
\begin{align*}
\Gamma \vdash &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond = f, g \mapsto \{x : f(x) = g(x)\} \\
\Gamma \vdash \geq_R &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond = f, g \mapsto \{x : f(x) \geq_R g(x)\} \\
\Gamma \vdash \geq_Q &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond = f, g \mapsto \{x : f(x) \geq_Q g(x)\} \\
\Gamma \vdash \geq_S &\colon \{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond = f, g \mapsto \{x : f(x) \geq_S g(x)\}
\end{align*}
\]

The meaning of the common type is

\[
\left[\{(c, p, m, o)_{ij}^{mn}, y\}_k^2 \to \Diamond\right] = \left[\prod_{k=1}^{2} \left[\{(c, p, m, o)_{ij}^{mn}, y\}_k\right] \to \Diamond\right]
\]

It is a set of functions where each function in the set maps two functions to a feasible region.

The meaning of equality and nonnegativity lie in this set as long as both of their arguments are the same size. Fortunately, our typing rules require that \(m_1 = m_2\) and \(n_1 = n_2\). Next,
the meaning of the partial order defined by the second order cone lies in this set when both arguments are the same size and are vectors. The typing rules also require this. Finally, the meaning of the partial order defined by the cone of positive semidefinite matrices lies in the above set when both arguments are the same size, square, and symmetric. However, again, each of these requirements is enforced by the typing rules. Therefore, the meaning each of these functions is sound.

Now, we evaluate addition. We must verify that

$$\left[ \Gamma \vdash + : \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]^2_k \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]$$

for each typing combination on page 46 where we define that

$$\left[ \Gamma \vdash + : \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]^2_k \rightarrow \{ \langle c, p, m, o \rangle_{ij}^{mn}, y \} \right] = f, g \mapsto (x \mapsto f(x) + g(x))$$

Certainly, matrix addition can be defined pointwise. Thus, the soundness of each pointwise function follows from soundness of the scalar version of addition. We still must verify that both arguments have the same size and determine when the resulting function is symmetric. The typing rules require that $m_1 = m_2$ and $n_1 = n_2$. Thus, the composition is well-formed. In addition, when $y_1 = y_2 = \frac{\pi}{2}$, by induction, we know that both arguments must be symmetric. But, certainly the sum of two symmetric functions remains symmetric. Therefore, the meaning of addition is sound.
Next, we consider negation. We must ascertain whether

\[
\Gamma \vdash - : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \to \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} \in \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \to \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}
\]

for all typing combinations on page 46 where we define

\[
\Gamma \vdash - : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \to \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} = f \mapsto (x \mapsto -f(x))
\]

Like addition, we define matrix negation pointwise. Therefore, the soundness of each pointwise function follows from the soundness of scalar negation. Now, we must verify that the input and output arguments have the same size and determine when the output is symmetric. Since we require that \( m = m_1 \) and \( n = n_1 \), the composition will be well-formed. Also, when \( y_1 = \frac{\varepsilon}{m} \), by induction we know that the argument is symmetric. Since the negation of a symmetric matrix is also symmetric and we require that \( y = \frac{\varepsilon}{m} \) in this case, the meaning of negation is sound.

Now, we can examine subtraction. However, since we define subtraction by combining addition and negation and these functions are sound, the soundness of subtraction immediately follows.

We define the multiplication of a matrix by a scalar as

\[
\Gamma \vdash \ast : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \to \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} = f, g \mapsto (x \mapsto f(x)g(x))
\]
and must verify that

\[
\Gamma \vdash * : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k^2 \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}\n\]

As with our other functions, this operation is defined pointwise on each element. Thus, the soundness of each pointwise property follows from the soundness of scalar multiplication.

The typing rules also require that one of the arguments be scalar and that the size of the output must align with the matrix argument. Thus, the composition is well-formed. Finally, we know that a scaled symmetric matrix remains symmetric. But, the typing rules also state that \( y = y_1 \). Hence, the meaning of scalar multiplication is sound.

Similarly, we define the division of a matrix by a scalar as

\[
\Gamma \vdash / : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k^2 \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}\n\]

and must verify that

\[
\Gamma \vdash / : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k^2 \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}\n\]

This case follows identically to scalar multiplication where the soundness follows from soundness of scalar division.
Next we consider submatrixing. We must determine whether

$$\left[ \Gamma \vdash \ldots : \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]_k^1, \{\eta \}^4_k \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}$$

$$\in \left[ \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]_k^1, \{\eta \}^4_k \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \}$$

where we define that

$$\left[ \Gamma \vdash \ldots : \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} \right]_k^1, \{\eta \}^4_k \rightarrow \{\langle c, p, m, o \rangle_{ij}^{mn}, y \} = f, a, b, c, d \mapsto f(a, b, c, d)(x)$$

Submatrixing doesn’t change any of the pointwise properties; it merely selects certain elements. Thus, as long as we select the correct elements, the soundness of the pointwise properties follows from induction. We state that type of the $(i, j)$th element is that of $f(i+\eta_1)(j+\eta_3)$ where $f$ is the first argument. This aligns with the definition of submatrixing, so the pointwise properties are sound. Next, we must check the size of the result and conclude when it is symmetry. We require that $m_1 \geq \eta_3 \geq \eta_1$ and $n_1 \geq \eta_4 \geq \eta_2$. Further, we state that $m = \eta_2 - \eta_1 + 1$ and $n = \eta_4 - \eta_3 + 1$. So, we can not have any negatively sized matrices nor can the result be larger than the input. Since this size also matches the definition of submatrixing, the definition of size is sound. Further, when $y_1 = \frac{\eta_4}{\eta_3}$, by induction we know that the input is symmetric. Thus, all of the principle submatrices are symmetric. This occurs when $\eta_1 = \eta_3$ and $\eta_2 = \eta_4$. But, in this case, we state that $y = \frac{\eta_4}{\eta_3}$. Thus, the meaning of submatrixing is sound.

The meaning of subindexing, save symmetry, is defined in terms of submatrixing. Since the result is scalar, it must be symmetric. Therefore, since the meaning of submatrixing is
sound, the soundness of subindexing immediately follows.

We define the meaning of matrix multiplication as

\[
\Gamma \vdash * : \{(c, p, m, o)_{ij}^{mn}, y\}\}_{k}^{2} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\} = f, g \mapsto (x \mapsto f(x)g(x))
\]

We must verify that

\[
\Gamma \vdash * : \{(c, p, m, o)_{ij}^{mn}, y\}\}_{k}^{2} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\} \in \left[\left[\{(c, p, m, o)_{ij}^{mn}, y\}\}_{k}^{2} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\}\right]\right.
\]

for each type combination on page 49. We defined these type combinations in terms of addition, scalar multiplication, and submatrixing. Since the meaning of each of these operations is sound and matrix multiplication is defined by these operations, the meaning of multiplication is sound.

We give the meaning of absolute value as

\[
\Gamma \vdash |·| : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\} = f \mapsto (x \mapsto Y) \text{ where } Y_{ij} = |f_{ij}(x)|
\]

We must determine that

\[
\Gamma \vdash |·| : \{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\} \in \left[\left[\{(c, p, m, o)_{ij}^{mn}, y\}_{k}^{1} \rightarrow \{(c, p, m, o)_{ij}^{mn}, y\}\right]\right.
\]

for all defined typing combinations on page 50. Since the absolute value function is defined
pointwise by the scalar absolute value function, the soundness of each pointwise property follows. We simply need to check the size and determine when the result is symmetric.

Our definition above requires that the input and output have identical size. But, we require this during typing since \( m = m_1 \) and \( n = n_1 \). Further, the result must be symmetric when the input is symmetric. But, we require that \( y = y_1 \). Thus, the meaning of absolute value is sound.

Next, we define the meaning of elementwise maximum as

\[
\Gamma \vdash \text{max} : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle = f \mapsto \left( x \mapsto \max_{i,j} f_{ij}(x) \right)
\]

and must verify that

\[
\Gamma \vdash \text{max} : \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle \in \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle
\]

for each typing combination on page 50. Notice that we can equivalently define elementwise maximum with binary maximum using the following recursive application

\[
\text{max}(f) = \text{max}(f_{11}, \text{max}(f_{21}, \ldots, \text{max}(f_{m1}, \text{max}(f_{12}, \ldots, \text{max}(f_{m-1,m}, f_{mn}) \ldots) \ldots) \ldots) \ldots)
\]

Thus, the soundness of elementwise maximum follows from the soundness of binary maximum. In the degenerate case, when \( m = n = 1 \), \( \max_{i,j} f_{ij}(x) = f_{11}(x) \). In this case, soundness follows from induction. Therefore, the meaning of elementwise maximum is
sound.

The meaning of elementwise minimum follows in the exact same manner as elementwise maximum. Its soundness follows from the soundness of binary minimum.

We recount the meaning summation as

\[ \left[ \Gamma \vdash \text{sum} : \{\langle c, p, m, o \rangle_{ij}^n \}_k \rightarrow \langle c, p, m, o \rangle \right] = f \mapsto \left( x \mapsto \sum_{i,j} f_{ij}(x) \right) \]

We must see if

\[ \left[ \Gamma \vdash \text{sum} : \{\langle c, p, m, o \rangle_{ij}^n \}_k \rightarrow \langle c, p, m, o \rangle \right] \]

\[ \in \left[ \{\langle c, p, m, o \rangle_{ij}^n \}_k \rightarrow \langle c, p, m, o \rangle \right] \]

for all typing combinations on page 51. Similar to elementwise minimum and maximum, we notice that we can define summation using the following recursive definition

\[ \text{sum}(f) = f_1 + f_2 + \cdots + f_m + f_{m+1} + \cdots + f_{m+n} \]

Therefore, the soundness of summation follows the soundness of addition. Further, when \( m_1 = n_1 = 1 \), we sum nothing and the soundness follows from induction. Therefore, the meaning of summation is sound.
Next, we recall the meaning of each defined $p$-norm as

\[
\begin{align*}
\Gamma \vdash \| \cdot \|_\infty : \{\{c, p, m, o\}_{ij}^{mn}, y\}_{k} \rightarrow \langle c, p, m, o \rangle &= f \mapsto (x \mapsto \|f(x)\|_\infty) \\
\Gamma \vdash \| \cdot \|_1 : \{\{c, p, m, o\}_{ij}^{mn}, y\}_{k} \rightarrow \langle c, p, m, o \rangle &= f \mapsto (x \mapsto \|f(x)\|_1) \\
\Gamma \vdash \| \cdot \|_2 : \{\{c, p, m, o\}_{ij}^{mn}, y\}_{k} \rightarrow \langle c, p, m, o \rangle &= f \mapsto (x \mapsto \|f(x)\|_2)
\end{align*}
\]

We must verify that all three of these functions lie within the set

\[
\begin{align*}
\left\{\{\{c, p, m, o\}_{ij}^{mn}, y\}_{k} \rightarrow \langle c, p, m, o \rangle\right\} = f \mapsto (x \mapsto x^T)
\end{align*}
\]

for the same set of typing combinations defined above on page 52. For any $p$-norm, when the input is completely constant, the output will also be constant. Simply, it is the $p$-norm of the input. Thus, in this case, the output is a constant polynomial. In addition, when this occurs, we know that the output must also be affine and both increasing and decreasing.

Next, since the definition of a norm requires it to be subadditive and positively homogeneous, all norms are convex. As a result, when it is composed with an affine function, the result must be convex. Finally, composition with this function always returns a real number. Since these properties align with the type definitions, the meaning of each $p$-norm is sound.

The meaning of transpose is defined as

\[
\begin{align*}
\Gamma \vdash \cdot^T : \{\{c, p, m, o\}_{ij}^{mn}, y\}_{k} \rightarrow \{\{c, p, m, o\}_{ij}^{mn}, y\} &= f \mapsto (x \mapsto x^T)
\end{align*}
\]
We must check whether this function lies in the set

\[
\left\{ \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle_{ij}^{mn} \right\}
\]

for each typing combination formerly defined on page 52. Recall that transpose does not change the pointwise properties of a matrix valued function. Simply, it rearranges the elements. In our typing rules, we stipulate that \( m = n_1, n = m_1 \), and that the type of the \((i, j)\)th element in the result is equal to the type of the \((j, i)\)th element in the argument. Further, we require that \( y = y_1 \). As this follows the definition of transpose, the meaning is sound.

Now, we define the meaning of trace as

\[
\left[\Gamma \vdash tr : \left\{ \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle \right\} \rightarrow \langle c, p, m, o \rangle \right] = f \mapsto (x \mapsto tr(x))
\]

We must show that this function lies within

\[
\left\{ \left\{ \langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k \rightarrow \langle c, p, m, o \rangle \right\}
\]

for each typing combination defined above on page 53. We defined these typing combinations in terms of addition and subindexing. As the meaning of both addition and subindexing is sound and their combination follows the definition of trace, the meaning of trace must be sound.
Next, we consider the meaning of horizontal concatenation

\[
\Gamma \vdash \begin{bmatrix} \cdot \end{bmatrix} : \left\{ (c, p, m, o)^{mn}_{ij}, y \right\}^2_k \rightarrow \left\{ (c, p, m, o)^{mn}_{ij}, y \right\} = f, g \mapsto (x \mapsto [f(x) \ g(x)])
\]

We must verify that this function lies within

\[
\left\{ (c, p, m, o)^{mn}_{ij}, y \right\}^2_k \rightarrow \left\{ (c, p, m, o)^{mn}_{ij}, y \right\}
\]

for the typing combinations defined previously on page 53. The horizontal concatenation of two matrices lies within the set \([\mathbb{R}^{m \times n_1} \times \mathbb{R}^{m \times n_2} \rightarrow \mathbb{R}^{m \times (n_1 + n_2)}]\). We satisfy this condition by requiring that \(m_1 = m_2\) and specifying that \(m = m_1, n = n_1 + n_2\). In addition, we clearly see that pointwise properties of this function are defined by \(f\) and \(g\). We denote this fact in our typing rules when we state that \((i, j)\)th property mirrors \(f_{ij}\) for \(j \leq n_1\) and \(g_{i,j-n_1}\), otherwise. Thus, the meaning of horizontal concatenation is sound.

In a similar manner, we define the meaning of vertical concatenation by

\[
\Gamma \vdash \begin{bmatrix} \cdot \end{bmatrix} : \left\{ (c, p, m, o)^{mn}_{ij}, y \right\}^2_k \rightarrow \left\{ (c, p, m, o)^{mn}_{ij}, y \right\} = f, g \mapsto \begin{bmatrix} f(x) \\ g(x) \end{bmatrix}
\]

We must demonstrate that this function lies within

\[
\left\{ (c, p, m, o)^{mn}_{ij}, y \right\}^2_k \rightarrow \left\{ (c, p, m, o)^{mn}_{ij}, y \right\}
\]
for each typing combination defined above on page 54. By definition, the vertical concatenation of two matrices lies in the set $[\mathbb{R}^{m_1 \times n} \times \mathbb{R}^{m_2 \times n} \to \mathbb{R}^{m_1 + m_2 \times n}]$. We fulfill this requirement by mandating that $n_1 = n_2$ and defining that $m = m_1 + m_2$, $n = n_1$. Similar to horizontal concatenation, the functions $f$ and $g$ define the pointwise properties of the result. We indicate this property in our typing rules when we define that the $(i, j)$th property is equal to $f_{ij}$ for $i \leq m_1$ and $g_{i-m_1,j}$, otherwise. Therefore, the meaning of vertical concatenation is sound.

In addition, we specify the meaning of symmetric concatenation as

$$
\Gamma \vdash \begin{bmatrix} \ldots \end{bmatrix} : \{ (c, p, m, o)_{ij}^{mn} \}_k^3 \to \{ (c, p, m, o)_{ij}^{mn} \} = f, g, h \mapsto \begin{pmatrix} x \mapsto \begin{bmatrix} f(x) \\ g(x) \end{bmatrix} \\ g^T(x) \\ h(x) \end{pmatrix}
$$

We must check whether this function belongs to the set

$$
\left\{ \{ (c, p, m, o)_{ij}^{mn} \}_k^3 \to \{ (c, p, m, o)_{ij}^{mn} \} \right\}
$$

for all typing combinations previously defined on page 54. The symmetric concatenation of three matrices has size defined by
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also see that the result has size \( n_1 + n_2 \) by \( m_2 + m_3 \). Next, we can clearly see that the pointwise properties of the result depend on the pointwise properties of the functions. Consider the \((i, j)\)th property of the result. When \(1 \leq i \leq m_1\) and \(1 \leq j \leq n_1\), this property is defined by \(f_{ij}\). Moving to the right, we offset the column index by \(n_1\). Thus, when \(1 \leq i \leq m_1\) and \(n_1 + 1 \leq j \leq n_1 + n_2\), the property is specified by \(g_{i,j-n_1}\). When considering the lower left corner, we offset the row index by \(m_1\). Therefore, when \(m_1 + 1 \leq i \leq m_1 + m_3\) and \(1 \leq j \leq n_1\), the functional properties are denoted by \(g_{j,i-m_1}\). Finally, we consider the last block, we offset the row index by \(m_1\) and the column index by \(n_1\). Thus, when \(m_1 + 1 \leq i \leq m_1 + m_3\) and \(n_1 + 1 \leq j \leq n_1 + n_2\), the pointwise properties are found by analyzing \(h_{i-m_1,j-n_1}\). Finally, we must verify symmetry of the result. However, this follows immediately from the block structure of the matrix and since both \(f(x)\) and \(h(x)\) are symmetric. As these properties match the type definition, the meaning is sound.

Now, let us recall the meaning of the maximum eigenvalue function

\[
\left[\Gamma; \Sigma \vdash \lambda_{\text{max}} : \left\{\langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k^1 \rightarrow \langle c, p, m, o \rangle \right] = f \mapsto (x \mapsto \lambda_{\text{max}}(f(x)))
\]

We must determine whether this function lies in the set

\[
\left[\left\{\langle c, p, m, o \rangle_{ij}^{mn}, y \right\}_k^1 \rightarrow \langle c, p, m, o \rangle \right]
\]

for each typing combination defined before on page 55. For the maximum eigenvalue function to be well-defined, its argument must be symmetric. Otherwise, complex eigenvalues
may exist and the maximum is not defined. We require this by stating that $m_1 = n_1$ and $y = \not\exists$. Next, when the argument is completely constant, we can compute the maximum eigenvalue directly. In this case, the result of the composition is constant and equal to the above computation. Also in this situation, the result must be affine and both increasing and decreasing. Next, we see that the maximum eigenvalue function is convex since

$$
\lambda_{\text{max}}(\alpha X + (1 - \alpha) Y) = \max_{\|z\|_2 = 1} z^T (\alpha X + (1 - \alpha) Y) z
$$

$$
= \max_{\|z\|_2 = 1} \alpha z^T X z + (1 - \alpha) z^T Y z
$$

$$
\leq \max_{\|z\|_2 = 1} \alpha z^T X z + \max_{\|z\|_2 = 1} (1 - \alpha) z^T Y z
$$

$$
= \alpha \max_{\|z\|_2 = 1} z^T X z + (1 - \alpha) \max_{\|z\|_2 = 1} z^T Y z
$$

$$
= \alpha \lambda_{\text{max}}(X) + (1 - \alpha) \lambda_{\text{max}}(Y)
$$

Since the composition of a convex function with an affine function is convex, when the argument is affine, the result must be convex. Since each of these properties matches our type definitions, our meaning is sound.

Finally, we recollect the definition of the minimum eigenvalue function as

$$
\left[ \Gamma; \Sigma \vdash \lambda_{\text{min}} : \left\{ \left( \langle c, p, m, o \rangle^{\text{mn}}_{ij}, y \right) \right\}^1_k \rightarrow \langle c, p, m, o \rangle \right] = f \mapsto (x \mapsto \lambda_{\text{min}}(f(x)))
$$

We must resolve whether this composition lies within

$$
\left[ \left\{ \langle c, p, m, o \rangle^{\text{mn}}_{ij}, y \right\}^1_k \rightarrow \langle c, p, m, o \rangle \right]
$$
based on our definition above on page 56. As with the maximum eigenvalue function, this function is well-defined only when the argument is square and symmetric. Assuming a well-formed argument, when the argument is constant, we compute the minimum eigenvalue directly. Therefore, the result must be a constant polynomial, affine, and both increasing and decreasing. Next, we observe that the minimum eigenvalue function is concave since

\[
\lambda_{\min}(\alpha X + (1 - \alpha)Y) = \min_{\|z\|_2=1} z^T(\alpha X + (1 - \alpha)Y)z \\
= \min_{\|z\|_2=1} \alpha z^TXz + (1 - \alpha)z^TYz \\
\geq \min_{\|z\|_2=1} \alpha z^TXz + \min_{\|z\|_2=1} (1 - \alpha)z^TYz \\
= \alpha \min_{\|z\|_2=1} z^TXz + (1 - \alpha) \min_{\|z\|_2=1} z^TYz \\
= \alpha \lambda_{\min}(X) + (1 - \alpha)\lambda_{\min}(Y)
\]

Therefore, its composition with an affine function is concave. As each of these properties follows the type definitions, the meaning is sound.

\[\square\]

Since we compose mathematical programs from expressions, we now have all the results necessary to prove the soundness of mathematical programs. This is characterized in the following theorem.

**Theorem 2** (Soundness of Mathematical Programs). For \( \Gamma \in G \) defined above and any \( n \in N \) such that \( \Gamma \vdash n \), \( \|\Gamma \vdash n\| \in \mathbb{R} \).
Proof. We define that

\[
\left[ \Gamma \vdash \min_{e \in A \cap B} \Sigma \ \text{st} \ \{e\} \right] = \min_{x \in A \cap B} \left[ \Gamma; \Sigma \vdash e : \langle c, p, m, \mathbb{R} \rangle \right] (x)
\]

where \( A = \left\langle \Sigma \right\rangle \)

\( B = \bigcap_{i=1}^{n} \left[ \Gamma; \Sigma \vdash e_i : \Diamond \right] \)

This will be a well-formed mathematical program when \( \left[ \Gamma; \Sigma \vdash e : \langle c, p, m, \mathbb{R} \rangle \right] \) is a real scalar function and both \( A \) and \( B \) define a feasible region. From the soundness of expressions, we know that \( \left[ \Gamma; \Sigma \vdash e : \langle c, p, m, \mathbb{R} \rangle \right] \) is a real scalar function with a domain defined by \( \Sigma \). In addition, the soundness of expressions insures that \( B \) defines a feasible region. We simply need to verify that \( \left\langle \Sigma \right\rangle \) defines a feasible region. By definition,

\[
\left[ \{x_i : d_i\}_{i=1}^{n} \right] = \prod_{i=1}^{n} \left[ d_i \right]
\]

But, this is trivially a feasible region. Therefore, the mathematical program is well-formed.

Of course, it is possible that the feasible region is empty or the solution is unbounded. When there are no feasible points, we say that the solution is \(+\infty\). When the solution is unbounded, we say that the solution is \(-\infty\). Then, by real, we really mean the extended real numbers. Using this definition, the meaning of mathematical programs is sound. □

Related to soundness is completeness. Although neither mathematical programs nor expressions are complete, the incompleteness of mathematical programs does not stem from the incompleteness of expressions. We see this in the following two theorems.
Theorem 3 (Incompleteness of Mathematical Programs). For any arbitrary \( \alpha \in \mathbb{R} \), we cannot necessarily construct an \( n \in \mathbb{N} \) such that for \( \Gamma \in G \) that contains all previously defined built-in functions, \( \llbracket \Gamma \vdash n \rrbracket = \alpha \).

Proof. Simply, there are an uncountable number of real numbers. Since our language can only represent a countable number of programs, the language cannot possibly be complete. \( \square \)

The above proof does not give much information as to how complete our language truly is. The following theorem gives far more insight.

Theorem 4 (Completeness of Mathematical Programs with Respect to Rationals). For any arbitrary \( \alpha \in \mathbb{Q} \), there exists \( n \in \mathbb{N} \) such that for \( \Gamma \in G \) that contains all previously defined built-in functions, \( \llbracket \Gamma \vdash n \rrbracket = \alpha \).

Proof. Let \( \alpha \) be any rational number. Then notice that

\[
\llbracket \Gamma \vdash \min_{x} \alpha \overset{\text{over}}{\rightarrow} x : \mathbb{R}^{1 \times 1} \ s.t \ \{\} \rrbracket = \min_{x \in \mathbb{R}} \alpha = \alpha
\]

\( \square \)

This result is slightly surprising since it holds even when we do not define any built-in functions. Further, it does not require completeness of expressions since we only use rational constants.

Of course, incompleteness of mathematical programs is not particularly restrictive. We wish to accurately represent problems using a mathematical program, not construct trivial
examples that give a particular result. Our ability to represent problems is directly related to the functions we have available. Thus, the completeness of expressions gives far more information about the richness of the language. These results are summarized in the following theorem.

**Theorem 5 (Incompleteness of Expressions).** For any arbitrary \( \tau \in \bigcup_{t \in T} t \), we can not necessarily construct a \( \Sigma \in S \), \( e \in E \), and \( t \in T \) such that for \( \Gamma \in G \) that contains all previously defined built-in functions, \( \langle \Gamma; \Sigma \vdash e : t \rangle = \tau \).

**Proof.** The set \( \bigcup_{t \in T} t \) contains an uncountable number of model functions. Since our language can only define a countable number of built-in functions, expressions can not be complete.

\( \Box \)

With a sufficiently thorough set of base functions, expressions become far more complete. Since there are an uncountable number of model functions, we can never achieve full completeness. However, we can define enough functions to make the language useful.

Unfortunately, there is a more subtle problem with our language. Even if we can represent a function, the type of that function may be more general than necessary. In other words, a function may possess a property, but our type system can not prove the result. For example, let \( \Gamma = x : \mathbb{R}^{1 \times 1} \) and consider the expression \( x * x * x \). This expression has type
\langle \bot, \bot, \bot, \mathbb{R} \rangle \text{ since}

\begin{align*}
&\frac{(\text{Mult2}) \quad (\text{Var}) \quad (\text{Var})}{(\text{Mult1}) \quad (\text{Var})} \quad \frac{\Gamma; \Sigma \vdash x \times x : \langle \cup, (0, 0, 1), \bot, \mathbb{R} \rangle}{\Gamma; \Sigma \vdash x \times x \times x \times x : \langle \bot, \bot, \bot, \mathbb{R} \rangle} \\
\end{align*}

\begin{align*}
\Gamma; \Sigma \vdash x : \langle \cup, (0, 1), \nabla, \mathbb{R} \rangle & \quad (\text{Var}) \\
\end{align*}

\begin{align*}
\Gamma \vdash * : \{ \langle \cup, (0, 1), \nabla, \mathbb{R} \rangle, \langle \cup, (0, 0, 1), \bot, \mathbb{R} \rangle \} \rightarrow \langle \bot, \bot, \bot, \mathbb{R} \rangle & \quad (\text{Mult1}) \\
\Gamma \vdash * : \{ \langle \cup, (0, 1), \nabla, \mathbb{R} \rangle, \langle \cup, (0, 1), \nabla, \mathbb{R} \rangle \} \rightarrow \langle \cup, (0, 0, 1), \bot, \mathbb{R} \rangle & \quad (\text{Mult2}) \\
\end{align*}

Yet, $f = x \mapsto x \ast x \ast x \ast x$ is monotonically increasing since $f'(x) = 3x^2 \geq 0$ for all $x$. We can further see that this is not simply a problem with monotonicity. Consider the expression $x \ast x \ast x \ast x$. This expression has type $\langle \bot, \bot, \bot, \mathbb{R} \rangle$ since

\begin{align*}
&\frac{(\text{Mult3}) \quad (\text{Var}) \quad \Gamma; \Sigma \vdash x \times x \times x \times x : \langle \bot, \bot, \bot, \mathbb{R} \rangle}{\Gamma; \Sigma \vdash x \times x \times x \times x \times x : \langle \bot, \bot, \bot, \mathbb{R} \rangle} \\
\end{align*}

\begin{align*}
\Gamma \vdash * : \{ \langle \cup, (0, 1), \nabla, \mathbb{R} \rangle, \langle \bot, \bot, \bot, \mathbb{R} \rangle \} \rightarrow \langle \bot, \bot, \bot, \mathbb{R} \rangle & \quad (\text{Mult3}) \\
\end{align*}

Yet, $f = x \mapsto x \ast x \ast x \ast x$ is convex since $f''(x) = 12x^2 \geq 0$ for all $x$. Finally, we can see
that we also have the same problem with polynomality since

\[(\text{Div}) \quad (\text{Var}) \quad \Gamma; \Sigma \vdash x \cdot x \cdot x : \langle \bot, \bot, \bot, \mathbb{R} \rangle\]

\[\Gamma; \Sigma \vdash x \cdot x \cdot x / x : \langle \bot, \bot, \bot, \mathbb{R} \rangle\]

\[\Gamma \vdash / : \{\langle \bot, \bot, \bot, \mathbb{R} \rangle, \langle /, (0, 1), \rightarrow, \mathbb{R} \rangle\} \rightarrow \langle \bot, \bot, \bot, \mathbb{R} \rangle \quad (\text{Div})\]

Yet, \( f = x \mapsto x \cdot x \cdot x / x = x^2 \) is obviously quadratic.
Chapter 6

Transformations

In the following section we will establish a series of important transformations and relaxations used in mathematical programming. We begin by describing each transformation. Then, we will show that each transformation does not change the meaning of a mathematical program.

6.1 Absolute Value

We can transform an inequality containing the absolute value function into multiple inequalities that contain linear functions. Consider the case where $x$ is scalar. The constraint $y \geq |x|$ states that $y$ must be greater than both the positive and negative components of $x$. Thus, we can add each of these requirements as a separate constraint.

We generalize this concept in the following transformation

$$
\mathcal{T}(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} |e_2| : \Diamond) = \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} e_2 : \Diamond,
\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} -e_2 : \Diamond
$$
We see these two representations are equivalent since

\[
\begin{align*}
\llbracket \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} |e_2| : \Diamond \rrbracket &= \{ x : f(x) \geq_{\mathbb{R}} |g(x)| \} \\
&= \{ x : f_{ij}(x) \geq |g_{ij}(x)| \} \\
&= \{ x : f_{ij}(x) \geq g_{ij}(x), f_{ij}(x) \geq -g_{ij}(x) \} \\
&= \{ x : f(x) \geq_{\mathbb{R}} g(x), f(x) \geq_{\mathbb{R}} -g(x) \} \\
&= \{ x : f(x) \geq_{\mathbb{R}} g(x) \} \cap \{ x : f(x) \geq_{\mathbb{R}} -g(x) \} \\
&= \llbracket \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} e_2 : \Diamond, \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} -e_2 : \Diamond \rrbracket \\
&= \llbracket \mathcal{T}(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} |e_2| : \Diamond) \rrbracket
\end{align*}
\]

where \(1 \leq i \leq m\) and \(1 \leq j \leq n\).

### 6.2 Expanding an Inequality

This transformation lies at the heart of many other transformations. Consider the case where we have a constraint of the form \(z \geq x + |y|\). We would like to transform the absolute value function, but this constraint does not follow the format defined above. Recall, we defined the absolute value transformation only for constraints of the form

\[
\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} |e_2| : \Diamond
\]
In our current example, we have a constraint of the form

$$\Gamma; \Sigma \vdash e_1 \geq add(x, |y|) : \Diamond$$

Thus, we can not immediately access the absolute value function since it is encapsulated within addition. Fortunately, we can reach it by adding an auxiliary variable. This allows us to replace the above constraint by the pair

$$z \geq x + t$$

$$t \geq |y|$$

Then, we can reformulate the constraint $t \geq |y|$ using the transformation defined above.

We define our strategy according to the following rules. Consider a constraint of the form

$$h(x) \succeq_{\mathbb{R}, f} (g_1(x), \ldots, g_m(x))$$

where $x \in \prod_{k=1}^n D_k$ and $D_k \in \{\mathbb{R}^{m \times n}, S^m, \mathbb{Z}^{m \times n}, \{0, 1\}^{m \times n}, \{-1, 1\}^{m \times n}\}$. Define the extraction set $E$ to be the set of all indices that correspond to functions, $g_i$, that are neither constant nor a projection of the original variables. In this case, there is no benefit in extracting the function. Let $\hat{g}_i$ be a new candidate set of arguments where

$$\hat{g}_i(y) = \begin{cases} 
  g_i(\pi_x(y)) & i \notin E \\
  y_{x(i)} & i \in E 
\end{cases}$$
We define $\kappa$ to be an injective function from $E$ to the set \{n + 1, \ldots, n + |E|\} and $y \in \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_k}$ where $m_{\kappa(i)}$ and $n_{\kappa(i)}$ match the size of the codomain of $g_i$. We also define $\pi_x : \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_k} \to \prod_{k=1}^{n} \mathbb{R}^{m_k \times n_k}$ to be the projection where $(\pi_x(y))_k = y_k$ for $k = 1 \ldots n$. In other words, we project out the original domain of each function. This allows us to expand the domain of all functions to include the new auxiliary variables.

Then, when the function

$$y \mapsto f(\hat{g}_1(y), \ldots, \hat{g}_m(y))$$

is monotonically increasing, we may reformulate the constraint into

$$h(\pi_x(y)) \succeq_{\mathbb{R}^n} f(\hat{g}_1(y), \ldots, \hat{g}_m(y))$$

$$y_{\kappa(i)} \succeq_{\mathbb{R}^n} g_i(\pi_x(y))$$

for $i \in E$.

Let us apply this procedure to the constraint $z \geq x + |y|$. We can rewrite this function as $x_1 \geq x_2 + |x_3|$ for $x \in \mathbb{R}^3$. Now, since the first argument to addition is a decision variable, we do not expand it. Alternatively, the second argument is neither constant nor a decision variable, so we must expand it. Thus, our candidate set of arguments is

$$\hat{g}_1(y) = [\pi_x(y)]_3 = y_3$$

$$\hat{g}_2(y) = y_4$$
where \( \pi_x : \mathbb{R}^4 \to \mathbb{R}^3 \) and \( \{\pi_x(y)\}_k = y_k \) for \( k = 1, 2, 3 \). The function

\[
y \in \mathbb{R}^4 \mapsto y_3 + y_4
\]

is monotonically increasing. Thus, we may expand the above constraint into

\[
y_1 \geq y_2 + y_4 \\
y_4 \geq |y_3|
\]

which is our desired reformulation.

Before we prove the correctness of this transformation, let us consider one additional example. Ruminate over the constraint \( x \geq f(4, |x|, 7) \) where \( f(x, y, z) = xyz \). According to the above expansion rules, we can reformulate this constraint into

\[
x \geq 4(y)7 \\
y \geq |x|
\]

Although we can easily see that this set of constraints is equivalent to the original, this example is interesting since \( f \) is not monotonically increasing. That is why we are careful to distinguish when \( f \) is increasing and when the composition \( x \mapsto f(\hat{g}_1(x), \ldots, \hat{g}_m(x)) \) is increasing.
We must prove this strategy produces an equivalent feasible region. Let

\[
x \in \left\{ x \in \prod_{k=1}^{n} D_k : h(x) \geq_{\mathbb{R}_+} f(g_1(x), \ldots, g_m(x)) \right\}
\]

We must show that there exists

\[
y \in \left\{ y \in \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_k} : h(\pi_x(y)) \geq_{\mathbb{R}_+} f(\hat{g}_1(y), \ldots, \hat{g}_m(y)), y_{\kappa(i)} \geq_{\mathbb{R}_+} g_i(\pi_x(y)), i \in E \right\}
\]

such that \( \pi_x(y) = x \). Choose \( y \) such that \( y_i = x_i \) for \( i = 1 \ldots n \) and \( y_{\kappa(i)} = g_i(x) \) for \( i \in E \). Certainly, \( x = \pi_x(y) \). Therefore, we must check that \( y \) lies in the reformulated feasible region. Combining the rules of the transformational strategy and our definition of \( y \) we see that

\[
\hat{g}_i(y) = g_i(\pi_x(y)) = g_i(x)
\]

for \( i \notin E \) and

\[
\hat{g}_i(y) = y_{\kappa(i)} = g_i(x)
\]

for \( i \in E \). In other words, \( \hat{g}_i(y) = g_i(x) \) for all \( i \). Thus,

\[
h(\pi_x(y)) = h(x) \geq_{\mathbb{R}_+} f(g_1(x), \ldots, g_m(x)) = f(\hat{g}_1(y), \ldots, \hat{g}_m(y))
\]

This shows that we satisfy the first constraint in our reformulated region. Now, we must verify that we satisfy the remaining constraints. Since \( y_{\kappa(i)} = g_i(x) = g_i(\pi_x(y)) \), for \( i \in E \),
we see that
\[ y_{\kappa(i)} = g_i(x) = g_i(\pi(x)) \geq_{\mathbb{R}_+} g_i(\pi(x)) \]

Thus, we satisfy the remaining constraints. Therefore, \( y \) is feasible and a projection of the reformulated feasible region is a subset of the original feasible region. In the reverse direction, we take
\[ y \in \left\{ y \in \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+m|E|} \mathbb{R}^{m_k \times n_k} : h(\pi(x)) \geq_{\mathbb{R}_+} f(\hat{g}_1(y), \ldots, \hat{g}_m(y)), y_{\kappa(i)} \geq_{\mathbb{R}_+} g_i(\pi(x)), i \in E \right\} \]

We must show that there exists
\[ x \in \left\{ x \in \prod_{k=1}^{n} D_k : h(x) \geq_{\mathbb{R}_+} f(g_1(x), \ldots, g_m(x)) \right\} \]

such that \( x = \pi(x) \). Choose \( x \) such that \( x = \pi(x) \). We must show that \( x \) lies within the original feasible region. Choose \( \tilde{y} \) such that \( \tilde{y}_{\kappa(i)} = g_i(\pi(x)) \) for \( i \in E \) and \( \tilde{y}_i = y_i \) for \( i \in \{1, \ldots, n\} \). Notice that \( \tilde{y} \) possesses three properties. First, we see that \( \pi(x) = x \) since \( \tilde{y}_i = y_i \) for \( i \in \{1, \ldots, n\} \). Second, we know that \( y \geq_{\mathbb{R}_+} \tilde{y} \) since \( y_{\kappa(i)} \geq_{\mathbb{R}_+} g_i(\pi(x)) = \tilde{y}_{\kappa(i)} \) for \( i \in E \) and \( y_i = \tilde{y}_i \) for \( i \in \{1, \ldots, n\} \). Third, we have that \( \hat{g}_i(\tilde{y}) = g_i(\pi(x)) \) since \( \tilde{g}_i(\tilde{y}) = \tilde{y}_{\kappa(i)} = g_i(\pi(x)) = g_i(x) = g_i(\pi(x)) \) for \( i \in E \) and \( \tilde{g}_i(\tilde{y}) = g_i(\pi(x)) \) for \( i \notin E \). Since
the function $y \mapsto f(\hat{g}_1(y), \ldots, \hat{g}_m(y))$ is monotonically increasing, we have that

$$h(x) = h(\pi_s(y)) \geq_{\mathbb{R}_+} f(\hat{g}_1(y), \ldots, \hat{g}_m(y))$$

$$\geq_{\mathbb{R}_+} f(\hat{g}_1(\tilde{y}), \ldots, \hat{g}_m(\tilde{y}))$$

$$= f(g_1(\pi_s(\tilde{y})), \ldots, g_m(\pi_s(\tilde{y})))$$

$$= f(g_1(x), \ldots, g_m(x))$$

Therefore, $x$ is feasible and the original feasible region is a subset of a projection of the reformulated feasible region. Hence, both feasible regions are equivalent up to a projection.

We define this transformation formally as

$$\mathcal{T}(\Gamma; \Sigma \vdash e_0 \geq_{\mathbb{R}_+} f\{e\}^m_i : \Diamond) = \Gamma; \hat{\Sigma} \vdash \hat{e}_0 \geq_{\mathbb{R}_+} f\{\hat{e}\}^m_i : \Diamond, \{\Gamma; \hat{\Sigma} \vdash x_{\kappa(\cdot)} \geq_{\mathbb{R}_+} e : \Diamond\}^{\mathbb{R}_+}$$

when

$$\Gamma; \hat{\Sigma} \vdash f\{\hat{e}\}^m_i : \{\langle c, p, \wedge, o \rangle^m_{ij}, y\}$$
where

\[\Sigma = \{x\}_{j}^{n}\]
\[\hat{\Sigma} = \{x\}_{j}^{n+|E|}\]
\[\hat{e}_i = \begin{cases} 
  x_j & e_i = x_j \\
  A & e_i = A \\
  x_{\kappa(i)} & \text{otherwise}
\end{cases}\]

\[E = \{i : e_i \neq x_j, e_i \neq A\}\]

and \(\kappa\) is an injective function between \(E\) and \(\{n + 1, \ldots, n + |E|\}\).

In order to show that these two formulations are equivalent, we begin by noting that we have have already shown that

\[\llbracket \Gamma; \Sigma \vdash e_0 \geq_{\mathbb{R}_+} f\{\hat{e}_i\}_i^m : \Diamond \rrbracket\]

\[= \left\{ x \in \prod_{k=1}^{n} D_k : h(x) \geq_{\mathbb{R}_+} f(g_1(x), \ldots, g_m(x)) \right\}\]

\[= \pi_x \left\{ y \in \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_{k+1}} : h(\pi_x(y)) \geq_{\mathbb{R}_+} f(\hat{g}_1(y), \ldots, \hat{g}_m(y)), y_{\kappa(i)} \geq_{\mathbb{R}_+} g_i(\pi_x(y)), i \in E \right\}\]

\[= \pi_x \llbracket \Gamma; \hat{\Sigma} \vdash e_0 \geq_{\mathbb{R}_+} f\{\hat{e}_i\}_i^m : \Diamond, \{\Gamma; \hat{\Sigma} \vdash x_{\kappa(i)} \geq_{\mathbb{R}_+} e : \Diamond\}_i^{i \in E} \rrbracket\]

as long as \(x \mapsto f(\hat{g}_1(y), \ldots, \hat{g}_m(y))\) is monotonically increasing. However, we assume that

\[\Gamma; \hat{\Sigma} \vdash f\{\hat{e}_i\}_i^m : \{(c, p, \nearrow, o)_{ij}^{so}, y\}\]
Since our semantics are sound, this implies that

\[ x \mapsto f(\hat{g}_1(x), \ldots, \hat{g}_m(x)) \]

\[ \in \left\{ f \in [s \to \mathbb{R}] \cap \{ y \} : f_{ij} \in \left[ c_{ij} \cap \{ p_{ij} \} \cap \{ o_{ij} \} \cap \{ g \in [s \to \{ o_{ij} \}] \} \right]_{s \in S} \]

Thus, the function \( x \mapsto f(\hat{g}_1(x), \ldots, \hat{g}_m(x)) \) is monotonically increasing. Therefore, both formulations are equivalent up to a projection.

There are three other related transformations. First, we define that

\[ T(\Gamma; \Sigma ; e_0 \geq \mathbb{R}, f\{e\}_i^m : \Diamond) = \Gamma; \hat{\Sigma} + e_0 \geq \mathbb{R}, f(\hat{e})_i^m : \Diamond, \{ \Gamma; \hat{\Sigma} + e \geq \mathbb{R}, x_{\kappa(\cdot)} : \Diamond \} \]
This is equivalent to the first transformation except that we expand the left hand side instead of the right. Finally, we define that

\[ T(\Gamma; \Sigma \vdash f(e)_i^m \geq_{\mathbb{R}, e_0 : \Diamond}) = \Gamma; \hat{\Sigma} \vdash f(\hat{e})_i^m \geq_{\mathbb{R}, e_0 : \Diamond}, \{\Gamma; \hat{\Sigma} \vdash \kappa(\cdot) \geq_{\mathbb{R}, e : \Diamond}\}_{i \in E} \]

when

\[ \Gamma; \hat{\Sigma} \vdash f(\hat{e})_i^m : \langle c, p, \eta, o \rangle_{ij}, y \]

We see this transformation is identical to the original except that we expand the left hand side and the composition is decreasing. The proof that each of these transformations produces an equivalent feasible region follows in a manner similar to the proof above.

### 6.3 Expanding an Equality

We expand an inequality constraint by adding a set of new auxiliary variables and inequality constraints. While this constitutes a valid transformation, we could add equality constraints instead. For example, we could expand the constraint \( z \geq x + |y| \) into \( z \geq x + t \) and \( t = |x| \). In fact, we can always add an equality constraint regardless if the original function is monotonic. Unfortunately, in most instances, this makes the problem more difficult to solve. For example, the constraint \( t = |x| \) is not convex while the inequality \( t \geq |x| \) preserves convexity. Therefore, we only want use this transformation when the new constraint, not the original, is convex. This occurs only when the left and right hand sides of the new constraint are affine.
We formalize this strategy according to the following rules. Consider a constraint of the form

\[ h(x) \, R \, f(g_1(x), \ldots, g_m(x)) \]

where \( x \in \prod_{k=1}^{n} \mathbb{R}^{m_k \times n_k} \) and \( R \) denotes an arbitrary relation. Let the extraction set \( E \) be the set of all indices where the function \( g_i \) is affine. Let \( \hat{g}_i \) be the new set of arguments where

\[
\hat{g}_i(y) = \begin{cases} 
g_i(\pi_x(y)) & i \notin E \\
y_{\kappa(i)} & i \in E
\end{cases}
\]

where we define \( \kappa, \pi_x, \) and \( y \) analogously to our discussion above. Then, we may reformulate the above constraint into

\[
h(\pi_x(y)) \, R \, f(\hat{g}_1(y), \ldots, \hat{g}_m(y))
\]

\[
y_{\kappa(i)} = g_i(\pi_x(y))
\]

for \( i \in E \).

We must prove this transformation produces an equivalent feasible region. Let

\[
x \in \left\{ x \in \prod_{k=1}^{n} \mathcal{D}_k : h(x) \, R \, f(g_1(x), \ldots, g_m(x)) \right\}
\]
We must show that there exists

\[
y \in \left\{ y \in \prod_{k=1}^{n} D_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_k} : h(\pi_x(y)) \mathcal{R} f(\hat{g}_1(y), \ldots, \hat{g}_m(y)), y_{\kappa(i)} = g_i(\pi_x(y)), i \in E \right\}
\]

such that \( \pi_x(y) = x \). Choose \( y \) such that \( y_i = x_i \) for \( i = 1 \ldots n \) and \( y_{\kappa(i)} = g_i(x) \) for \( i \in E \). We immediately see that \( \pi_x(y) = x \). Thus, we must verify that \( y \) lies within the reformulated feasible region. By combining the rules of the transformational strategy and our definition of \( y \), we have that

\[
\hat{g}_i(y) = g_i(\pi_x(y)) = g_i(x)
\]

for \( i \notin E \) and

\[
\hat{g}_i(y) = y_{\kappa(i)} = g_i(x)
\]

for \( i \in E \). Thus, \( \hat{g}_i(y) = g_i(x) \) for all \( i \). Therefore,

\[
h(\pi_x(y)) = h(x) \mathcal{R} f(\hat{g}_1(x), \ldots, \hat{g}_m(x)) = f(\hat{g}_1(y), \ldots, \hat{g}_m(y))
\]

Therefore, we satisfy the first constraint. Now, we must verify that we satisfy the remaining constraints. By construction,

\[
y_{\kappa(i)} = g_i(x)
\]

for \( i \in E \). Therefore, \( y \) lies within the reformulated feasible region and a projection of the reformulated feasible region is a subset of the original feasible region. In the reverse
direction, we take
\[
y \in \left\{ y \in \prod_{k=1}^{n} \mathbb{D}_k \times \prod_{k=n+1}^{n+|E|} \mathbb{R}^{m_k \times n_k} : h(\pi_\alpha(y)) \mathcal{R} f(\hat{g}_1(y), \ldots, \hat{g}_m(y), y_{\kappa(i)} = g_i(\pi_\alpha(y)), i \in E \right\}
\]

We must show there exist
\[
x \in \left\{ x \in \prod_{k=1}^{n} \mathbb{D}_k : h(x) \mathcal{R} f(g_1(x), \ldots, g_m(x)) \right\}
\]
such that \( x = \pi_\alpha(y) \). Choose \( x \) such that \( x = \pi_\alpha(y) \). We must demonstrate that \( x \) lies within the original feasible region. Since \( \hat{g}_i(y) = y_{\kappa(i)} = g_i(\pi_\alpha(y)) = g_i(x) \) for \( i \in E \) and \( \hat{g}_i(y) = g_i(\pi_\alpha(y)) = g_i(x) \) for \( i \notin E \), we know that \( \hat{g}_i(y) = g_i(x) \) for all \( i \). Thus, we have that
\[
h(x) = h(\pi_\alpha(y)) \mathcal{R} f(\hat{g}_1(y), \ldots, \hat{g}_m(y)) = f(g_1(x), \ldots, g_m(x))
\]

Thus, \( x \) lies within the original feasible region and the original feasible region is a subset of a projection of the reformulated feasible region. Therefore, both feasible regions are equivalent up to a projection.

We define this expansion transformation formally as
\[
\mathcal{T}(\Gamma; \Sigma \vdash e_0 \text{ R } f\{e\}^m_i : \diamond) = \Gamma; \hat{\Sigma} \vdash e_0 \text{ R } f\{\hat{e}\}^m_i : \diamond, \{\Gamma; \hat{\Sigma} \vdash x_{\kappa(i)} = e : \diamond\}^{\kappa E}
\]
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where

\[ \Sigma = \{x\}_{j}^{n} \]
\[ \hat{\Sigma} = \{x\}_{j}^{n+E} \]
\[ \hat{e}_i = \begin{cases} x_{x(i)} & \Gamma; \Sigma \vdash e_i : \langle /, p, m, o \rangle_{ij}^{m}, y \\ e_i & \text{otherwise} \end{cases} \]
\[ E = \{i : \Gamma; \Sigma \vdash e_i : \langle /, p, m, o \rangle_{ij}^{m}, y\} \]

and \( \kappa \) is an injective function between \( E \) and \( \{n + 1, \ldots, n + |E|\} \).

In order to prove that these two formulations are equivalent, we notice that

\[ \left[\Gamma; \Sigma \vdash e_0 \ R \ f[e]_{i}^{m} : \Diamond \right] \]
\[ = \left\{ x \in \prod_{k=1}^{n} \mathbb{R}^{m_k \times n_k} : h(x) \ R \ f(g_1(x), \ldots, g_m(x)) \right\} \]
\[ = \pi_x \left\{ y \in \prod_{k=1}^{n} \mathcal{D}_k \times \prod_{k=n+1}^{n+E} \mathbb{R}^{m_k \times n_k} : h(\pi_x(y)) \ R \ f(\hat{g}_1(y), \ldots, \hat{g}_m(y)), y_{x(i)} = g_i(\pi_x(y)), i \in E \right\} \]
\[ = \pi_x \left[ \Gamma; \hat{\Sigma} \vdash e_0 \ R \ f[\hat{e}]_{i}^{m} : \Diamond, \{\Gamma; \hat{\Sigma} \vdash x_{x(\cdot)} = e : \Diamond\}_{i \in E} \right] \]

Therefore, both formulations are equivalent up to a projection.

We have one additional transformation intimately related to the first

\[ \mathcal{T} (\Gamma; \Sigma \vdash f[e]_{i}^{m} \ R \ e_0 : \Diamond) = \Gamma; \hat{\Sigma} \vdash f[\hat{e}]_{i}^{m} \ R \ e_0 : \Diamond, \{\Gamma; \hat{\Sigma} \vdash x_{x(\cdot)} = e : \Diamond\}_{i \in E} \]
where we define the extraction set $E$ as above. Simply, we reverse the left and right hand sides. We can prove the correctness of this transformation using a similar argument as above.

### 6.4 Contracting a Single Auxiliary Variable and a Single Inequality

The transformational process requires that we expand most constraints before we can effectively transform them. As a byproduct of this process, we dramatically increase the size of the problem. Although the resulting problem is extremely sparse, we prefer that our final result be smaller. We term the process of eliminating constraints and auxiliary variables as contraction. In general, determining redundant constraints is extremely difficult. Our focus will be on eliminating the sort of constraint generated by expansion.

Consider the problem

$$
\min_{(x,y,z,t) \in \mathbb{R}^4} z
$$

subject to

$$
z \geq x + t
$$

$$
t \geq |y|
$$

$$
x \geq 0
$$

By inspection, we can see that optimal value is 0 and the optimal solution is $(0, 0, 0, 0)$. 
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Noticing the exposed absolute value, we reformulate this problem into

\[
\begin{align*}
\min_{(x,y,z,t) \in \mathbb{R}^4} & \quad z \\
\text{st} & \quad z \geq x + t \\
& \quad t \geq y \\
& \quad t \geq -y \\
& \quad x \geq 0
\end{align*}
\]

At this point, we observe that we use the variable \( t \) in only three places: the constraints \( z \geq x + t, t \geq y, \) and \( t \geq -y. \) In addition, the function \( (x, y, z, t) \mapsto x + t \) is monotonically increasing. Thus, we can contract the variable \( t \) and reformulate the problem into

\[
\begin{align*}
\min_{(x,y,z) \in \mathbb{R}^3} & \quad z \\
\text{st} & \quad z \geq x + y \\
& \quad z \geq x - y \\
& \quad x \geq 0
\end{align*}
\]

We can see this problem also has an optimal value of 0 and a solution of \((0, 0, 0)\).
We codify this process in the following steps. Consider a problem of the form

$$
\min_{y \in A \cap B} f(y)
$$

where

$$
A = \prod_{k=1}^{n} D_k
$$

$$
B = \bigcap_{i=1}^{s} \{y : g_i(y) R h_i(y)\} \cap \{y : g(y) \geq_{R^*} h(y)\} \cap \bigcap_{j=1}^{t} \{y : y_q \geq_{R^*} v_j(y)\}
$$

for some fixed \( q \in \{1, \ldots, n\} \) where \( R \) denotes an arbitrary relation and we define \( D_k \) as above. This problem has the same optimal value as

$$
\min_{x \in \hat{A} \cap \hat{B}} f(\pi_y(x))
$$

where

$$
\hat{A} = \left(\prod_{k=1}^{q-1} D_k\right) \times \left(\prod_{k=q+1}^{n} D_k\right)
$$

$$
\hat{B} = \bigcap_{i=1}^{s} \{x : g_i(\pi_y(x)) R h_i(\pi_y(x))\} \cap \bigcap_{j=1}^{t} \{x : g(\pi_y(x)) \geq_{R^*} h(\pi_y(x))\}
$$

where we define the injection \( \pi_y : \hat{A} \to A \) as

$$
[\pi_y(x)]_k = \begin{cases} 
  x_k & k < q \\
  \sup_j v_j(x_1, \ldots, x_{q-1}, 0, x_q, \ldots, x_{n-1}) & k = q \\
  x_{k-1} & k \geq q 
\end{cases}
$$
and the injection \( \pi_j : \hat{A} \to A \) as

\[
[\pi_j(x)]_k = \begin{cases} 
  x_k & k < q \\
  v_j(x_1, \ldots, x_{q-1}, 0, x_q, \ldots, x_{n-1}) & k = q \\
  x_{k-1} & k \geq q
\end{cases}
\]

In addition, we must satisfy the following conditions. First, we require that \( f(y) = f(z) \), \( g_i(y) = g_i(z) \), \( g(y) = g(z) \), and \( v(y) = v(z) \) for all \( y, z \in A \) where \( y_k = z_k \) for all \( k \) save \( q \). In other words, the only function that may depend on \( y_q \) must be \( h \). Second, the function \( h \) must be monotonically increasing.

We must prove both formulations produce the same optimal value. Define the projection \( \pi_x : A \to \hat{A} \) by \( [\pi_x(y)]_k = y_k \) when \( k < q \) and \( [\pi_x(y)]_k = y_{k+1} \) when \( k \geq q \). Our argument adheres to the following steps. First, take an optimal solution to the original problem, \( y^* \). Then, show that \( \pi_y(x^*) \) is feasible in the reformulated problem. Since the objective function does not depend on \( y_q \), this tells us that the optimal value of the reformulated problem is less than or equal to the original. Second, take an optimal solution to the reformulated problem, \( x^* \). Show that \( \pi_x(x^*) \) is feasible in the original problem. Again, since the objective function does not depend on \( y_q \), the optimal value of the original problem must be less than or equal to the reformulated. Therefore, both problems must possess the same optimal value.

Let \( y^* \) be optimal in the original problem and consider the point \( x = \pi_x(y^*) \). We must show that \( x \) is feasible in the reformulated problem. Since \( g_i \) and \( h_i \) do not depend on \( y_q \), we satisfy the constraint \( g_i(\pi_y(x)) \gtrless_R h_i(\pi_y(x)) \). Therefore, we must show that \( g(\pi_y(x)) \geq_R \)
\[ h(\pi_j(x)) \]. Since \( y_q^* \geq R \), \( v_j(y^*) \) for all \( j \), we know that \( y_q^* \geq R \), \( \sup_j v_j(y^*) = [\pi_j(x)]_q \). Hence, \( y^* \geq R \), \( \pi_y(x) \). Since \( h \) is increasing, we observe that

\[
g(\pi_y(x)) = g(y^*) \geq R, \quad h(y^*) \geq R, \quad h(\pi_y(x)) \geq R, \quad h(\pi_j(x))
\]

Thus, we have shown that \( x \) is feasible in the reformulated problem. Since the objective function does not depend on \( y_q \), \( f(y^*) = f(\pi_y(x)) \). Therefore, the optimal value of the reformulated problem must be less than or equal to the original.

Let \( x^* \) be optimal in the reformulated problem and consider the point \( y = \pi_y(x^*) \). We must show that \( y \) is feasible in the original problem. Since \( g_i \) and \( h_i \) do not depend on \( y_q \), we satisfy the constraint \( g_i(y) R h_i(y) \). Thus, we must demonstrate that \( g(y) \geq R, \quad h(y) \) and that \( y_q \geq R, \quad v_j(y) \). First, we see that

\[
g(y) = g(\pi_y(x^*)) \geq R, \quad h(\pi_y(x^*)) = h(y)
\]

We also see that

\[
y_q = [\pi_y(x^*)]_q = \sup_j v_j(x_1^*, \ldots, x_{q-1}^*, 0, x_q^*, \ldots, x_{n-1}^*) = \sup_j v_j(y) \geq R, \quad v_j(y)
\]

Thus, we see that \( y \) is feasible in the original problem. Since the objective function does not depend on \( y_q \), we see that \( f(\pi_y(x^*)) = f(y) \). Hence, the optimal value of the original problem must be less than or equal to the reformulated. However, combined with the first part of our argument, this implies that both problems possess the same optimal value.
We define this transformation formally with the following

\[
\mathcal{T} \left( \Gamma \vdash \min e \; \text{over} \; \{ x : d \} \; \text{st} \; \{ e \}, \tilde{e}_1 \geq_{R,+} \tilde{e}_2, \{ x_q \geq_{R,+} \tilde{e}_j \} \right)
\]

\[
= \Gamma \vdash \min e \; \text{over} \; \{ x : d \}^{q-1}_k, \{ x : d \}^{n}_{k=q+1} \; \text{st} \; \{ e \}, \{ \tilde{e}_1 \geq_{R,+} \tilde{e}_j \} \]

where \( \tilde{e}_j \) is equal to \( \hat{e}_2 \) where all occurrences of \( x_q \) have been replaced by \( \hat{e}_j \). We require that \( \Gamma; \{ x : d \}^{n}_k \vdash \hat{e}_2 : (c, p, \mathcal{N}, \mathcal{O}) \) and \( x_q \) may not occur in \( e, e_i, \hat{e}_1, \) and \( \hat{e}_j \).

We prove that the transformation produces an equivalent formulation by noting that

\[
\left[ \Gamma \vdash \min e \; \text{over} \; \{ x : d \}^{n}_k \; \text{st} \; \{ e \}, \tilde{e}_1 \geq_{R,+} \tilde{e}_2, \{ x_q \geq_{R,+} \tilde{e}_j \} \right]
\]

\[
= \left\{ \begin{array}{l}
\min_{y \in A \cap B} f(y) \\
\text{where } A = \prod_{k=1}^{n} D_k \\
B = \bigcap_{i=1}^{s} \{ y : g_i(y) \geq_{R,+} h_i(y) \} \cap \\
\{ y : g(y) \geq_{R,+} h(y) \} \cap \\
\bigcap_{j=1}^{t} \{ y : y_q \geq_{R,+} v_j(y) \}\end{array} \right.
\]

\[
= \left\{ \begin{array}{l}
\min_{x \in A \cap B} f(\pi_3(x)) \\
\text{where } \hat{A} = \prod_{k=1}^{q-1} D_k \times \left( \prod_{k=q+1}^{n} D_k \right) \\
\hat{B} = \bigcap_{i=1}^{s} \{ x : g_i(\pi_3(x)) \geq_{R,+} h_i(\pi_3(x)) \} \cap \\
\bigcap_{j=1}^{t} \{ x : g(\pi_3(x)) \geq_{R,+} h(\pi_3(x)) \}\end{array} \right.
\]

\[
= \left[ \Gamma \vdash \min e \; \text{over} \; \{ x : d \}^{q-1}_k, \{ x : d \}^{n}_{k=q+1} \; \text{st} \; \{ e \}, \{ \tilde{e}_1 \geq_{R,+} \tilde{e}_j \} \right]
\]

\[
= \left[ \mathcal{T} \left( \Gamma \vdash \min e \; \text{over} \; \{ x : d \}^{n}_k \; \text{st} \; \{ e \}, \tilde{e}_1 \geq_{R,+} \tilde{e}_2, \{ x_q \geq_{R,+} \tilde{e}_j \} \right) \right]
\]
as long as the following conditions are met. First, the only function that may depend on $y_q$ must be $h$. We satisfy this condition since we stipulate that $x_k$ must not occur in $e, e_i, \hat{e}_1$, and $\hat{e}_j$. Second, we require that the function $h$ be monotonically increasing. We also satisfy this condition since our semantics are sound and we require that $\Gamma; \{x : d\}^n_k \vdash \hat{e}_2 : \{(c, p, \not\RR, o)_{ij}^{nu}, y\}$. Therefore, our transformation is well defined.

As with expansion, we have three other cases that we must define. First, we state that

\[
\mathcal{T}\left(\Gamma \vdash \min e \text{ over } \{x : d\}^n_k \text{ st } \{e\}^s_i, \hat{e}_1 \geq_{\mathbb{R}}, \hat{e}_2, \{\hat{e}_j \geq_{\mathbb{R}}, x_q\}^j_i\right)
\]

\[
= \Gamma \vdash \min e \text{ over } \{x : d\}^{n-1}_k, \{x : d\}^n_{k=q+1} \text{ st } \{e\}^s_i, \{\hat{e}_1 \geq_{\mathbb{R}}, \hat{e}_j\}^j_i
\]

when $\Gamma; \{x : d\}^n_k \vdash \hat{e}_2 : \{(c, p, \not\RR, o)_{ij}^{nu}, y\}$ and we meet the other formerly defined conditions. This is equivalent to the first transformation, but the function $\hat{e}_2$ is decreasing. Second, we define

\[
\mathcal{T}\left(\Gamma \vdash \min e \text{ over } \{x : d\}^n_k \text{ st } \{e\}^s_i, \hat{e}_2 \geq_{\mathbb{R}}, \hat{e}_1, \{\hat{e}_j \geq_{\mathbb{R}}, x_q\}^j_i\right)
\]

\[
= \Gamma \vdash \min e \text{ over } \{x : d\}^{q-1}_k, \{x : d\}^n_{k=q+1} \text{ st } \{e\}^s_i, \{\hat{e}_j \geq_{\mathbb{R}}, \hat{e}_1\}^j_i
\]

when $\Gamma; \{x : d\}^n_k \vdash \hat{e}_2 : \{(c, p, \not\RR, o)_{ij}^{nu}, y\}$ and we meet the other formerly defined conditions. This is also equivalent to the first transformation, but we exchange the left and right hand
sides. Finally, we define that

\[
\mathcal{T} \left( \Gamma \vdash \min e \text{ over } \{x : d \}_{k}^{n} \text{ st } \{e\}_{i}^{s}, \hat{e}_{2} \succeq_{\mathbb{R}_{+}} \hat{e}_{1}, \{x_{q} \succeq_{\mathbb{R}_{+}} \hat{e}_{j}\}_{j}^{s} \right)
\]

\[
= \Gamma \vdash \min e \text{ over } \{x : d\}_{k}^{q-1}, \{x : d\}_{k+q}^{n} \text{ st } \{e\}_{i}^{s}, \{\bar{e}_{j} \succeq_{\mathbb{R}_{+}} \hat{e}_{1}\}_{j}^{s}
\]

when \( \Gamma; \{x : d\}_{k}^{n} \vdash \hat{e}_{2} : \{\langle c, p, \\neg, o\rangle_{ij}^{n}, y\} \) and we meet the other formerly defined conditions. This is equivalent to the third transformation, but the function is decreasing. The proof that each of these transformations defines an equivalent problem follows similarly to the proof above.

### 6.5 Contracting a Single Auxiliary Variable and a Single Equality

We must consider one final contraction scenario. Ruminate over the problem

\[
\min_{(x,y,z) \in \mathbb{R}^{3}} z
\]

\[
\text{st } z \geq f(x) \quad x = g(y)
\]

We can transform this problem into

\[
\min_{(y,z) \in \mathbb{R}^{2}} z
\]

\[
\text{st } z \geq f(g(y))
\]
In fact, once we isolate a decision variable on one side of an equality, we can always eliminate that variable from the problem.

We summarize this process with the following rules. Consider a problem of the form

$$\min_{y \in A \cap B} f(y)$$

where

$$A = \prod_{k=1}^{n} D_k$$

$$B = \{y : g_i(y) R h_i(y)\} \cap \{y : y_q = v(y)\}$$

where we define \(q, R, \) and \(D_k\) as above. This problem has the same optimal value as

$$\min_{x \in \hat{A} \cap \hat{B}} f(\pi_y(x))$$

where

$$\hat{A} = \left(\prod_{k=1}^{q-1} D_k\right) \times \left(\prod_{k=q+1}^{n} D_k\right)$$

$$\hat{B} = \{y : g_i(\pi_y(x)) R h_i(\pi_y(x))\}$$

We require that \(v(y) = v(z)\) for all \(y, z \in A\) such that \(y_k = z_k\) for all \(k\) save \(q\). In other words, \(v\) may not depend on \(y_q\).

We must prove this reformulation produces an equivalent problem. Since \(v\) does not depend on \(y_q\), the constraint \(y_q = v(y)\) defines the value of \(y_q\) in terms of the other decision variables. Thus, we may replace the dependency on \(y_q\) by \(v(y)\). We accomplish this through the projection \(\pi_y\).
We define this transformation formally with the following

\[
\mathcal{T} \left( \Gamma \vdash \min \, e \over x : d \downarrow_t \text{st } \{e\}^i, x_q = \hat{e} \right)
\]

\[
= \Gamma \vdash \min \, e \over x : d \downarrow_{t+1}^{q-1}, \{x : d\}_{k=q+1}^n \text{st } \{\tilde{e}\}^i
\]

where we define \(\tilde{e}_i\) as \(e_i\) where we replace all occurrences of \(x_q\) by \(\hat{e}\). We require that \(x_q\) does not occur in \(\hat{e}\).

We prove this transformation produces an equivalent solution by observing that

\[
\left[ \Gamma \vdash \min \, e \over x : d \downarrow_t \text{st } \{e\}^i, x_q = \hat{e} \right] = \left[ \mathcal{T} \left( \Gamma \vdash \min \, e \over x : d \downarrow_t \text{st } \{e\}^i, x_q = \hat{e} \right) \right]
\]

as long as \(v\) does not depend on \(y_q\). However, we satisfy this requirement since we stipulate
that $y_q$ may not occur in $\hat{e}$. Thus, both problems produce the same optimal value.

We must define one additional, related transformation. We state that

$$\mathcal{T} \left( \Gamma \vdash \min e \text{ over } \{x : d_k^q \} \text{ st } \{e\}_i \hat{e} = x_q \right)$$

$$= \Gamma \vdash \min e \text{ over } \{x : d_{k+1}^{q-1} \}, \{x : d_k^q \} \text{ st } \{\hat{e}\}_i$$

This nearly identical transformation simply reverses the equality containing $x_q$. The correctness of this transformation follows in a manner similar to above.

### 6.6 Binary Maximum

We can expand an inequality containing the binary maximum function into two inequalities. The constraint $y \geq \max(f(x), g(x))$ tells us that $y$ must be bound below by both $f$ and $g$. Thus, we can add each of these provisions as a separate constraint.

We define this transformation as

$$\mathcal{T} (\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \max(e_2, e_3) : \Diamond) = \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} e_2 : \Diamond,$$

$$\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} e_3 : \Diamond$$
We prove the equivalence of both formulations by noting that

$$\left[ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \max(e_2, e_3) : \Diamond \right]$$

$$= \{ x : f(x) \geq_{\mathbb{R}} \max(g(x), h(x)) \}$$

$$= \{ x : f(x) \geq_{\mathbb{R}} g(x), f(x) \geq_{\mathbb{R}} h(x) \}$$

$$= \{ x : f(x) \geq_{\mathbb{R}} g(x) \cap \{ x : f(x) \geq_{\mathbb{R}} h(x) \} \}$$

$$= \left[ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} e_3 : \Diamond, \Gamma; \Sigma \vdash e_2 \geq_{\mathbb{R}} e_3 : \Diamond \right]$$

$$= \left[ T(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \max(e_2, e_3) : \Diamond) \right]$$

6.7 Binary Minimum

We transform inequalities containing the binary minimum function analogously to inequalities containing the binary maximum. We characterize this transformation as

$$T(\Gamma; \Sigma \vdash \min(e_1, e_2) \geq_{\mathbb{R}}, e_3 : \Diamond) = \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}}, e_3 : \Diamond,$$

$$\Gamma; \Sigma \vdash e_2 \geq_{\mathbb{R}}, e_3 : \Diamond$$
We prove this produces an equivalent feasible region by noticing that

\[
\begin{aligned}
\llbracket \Gamma; \Sigma \vdash \text{min}(e_1, e_2) \geq_{\mathbb{R}} e_3 : \Diamond \rrbracket \\
= \{ x : \text{min}(f(x), g(x)) \geq_{\mathbb{R}} h(x) \} \\
= \{ x : f(x) \geq_{\mathbb{R}} h(x), g(x) \geq_{\mathbb{R}} h(x) \} \\
= \{ x : f(x) \geq_{\mathbb{R}} h(x) \} \cap \{ x : g(x) \geq_{\mathbb{R}} h(x) \} \\
= \llbracket \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} e_3 : \Diamond, \Gamma; \Sigma \vdash e_2 \geq_{\mathbb{R}} e_3 : \Diamond \rrbracket \\
= \llbracket \mathcal{T}(\Gamma; \Sigma \vdash \text{min}(e_1, e_2) \geq_{\mathbb{R}} e_3 : \Diamond) \rrbracket
\end{aligned}
\]

### 6.8 Elementwise Maximum

We can transform an inequality containing the max function into several inequalities. In a manner similar to the binary maximum, the constraint \( y \geq \text{max}(X) \) mandates that \( y \) be greater than every element of \( X \). We add each of these requirements separately.

We characterize this transformation as

\[
\mathcal{T} (\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \text{max}(e_2) : \Diamond) = \{ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}}, e_{2ij} : \Diamond \}^{mn}_{ij}
\]

where \( \Gamma; \Sigma \vdash e_2 : \{ (c, p, m, o)^{mn}_{ij}, y \} \) and \( e_{2ij} \) denotes the subindexing function \( \cdot \) applied to \( e_2 \) with arguments \( i \) and \( j \). We prove this transformation produces an equivalent feasible
region by noticing that

\[ \{ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \max(e_2) : \Diamond \} = \{ x : f(x) \geq \max(g(x)) \} \]

\[ \{ x : f(x) \geq g_{ij}(x) \text{ for all } i, j \} \]

\[ \bigcap_{ij} \{ x : f(x) \geq g_{ij}(x) \} \]

\[ \bigcap_{ij} \{ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} e_{2ij} : \Diamond \} \]

\[ \bigcap_{ij} \{ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} e_{2ij} : \Diamond \}^{\min} \]

\[ \bigcap_{ij} \{ \tau(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \max(e_2) : \Diamond) \} \]

### 6.9 Elementwise Minimum

We transform an inequality containing the min function in a similar manner as the max function. We define that

\[ \tau(\Gamma; \Sigma \vdash \min(e_1) \geq_{\mathbb{R}} e_2 : \Diamond) = \{ \Gamma; \Sigma \vdash e_{1ij} \geq_{\mathbb{R}} e_2 : \Diamond \}^{\min} \]
where $\Gamma; \Sigma \vdash e_2 : \{\langle c, p, m, o \rangle_{ij}^{mn}, y\}$. We prove this transformation behaves correctly by recognizing that

$$\lfloor \Gamma; \Sigma \vdash \min(e_1) \geq_{\mathbb{R}_{+}} e_2 : \Diamond \rfloor = \{x : \min(f(x)) \geq g(x)\}$$

$$= \{x : f_{ij}(x) \geq g(x) \text{ for all } i, j\}$$

$$= \bigcap_{ij} \{x : f_{ij}(x) \geq g(x)\}$$

$$= \bigcap_{ij} \lfloor \Gamma; \Sigma \vdash e_{1ij} \geq_{\mathbb{R}_{+}} e_2 : \Diamond \rfloor^{mn}_{ij}$$

$$= \lfloor \mathcal{T}(\Gamma; \Sigma \vdash \min(e_1) \geq_{\mathbb{R}_{+}} e_2 : \Diamond) \rfloor$$

### 6.10 Summation

Summations can be replaced by a series of addition and indexing operations. Sometimes this transformation is necessary to expose the individual elements of a matrix to further transformations.

Formally, we define that

$$\mathcal{T}(\Gamma; \Sigma \vdash \text{sum}(e) : \langle c, p, m, o \rangle) = \Gamma; \Sigma \vdash e_{11} + \cdots + e_{m1} + e_{12} + \cdots + e_{mn} : \langle c, p, m, o \rangle$$

where $\Gamma; \Sigma \vdash e : \{\langle c, p, m, o \rangle_{ij}^{mn}, y\}$. Notice, we transform a function rather than a constraint.
with this transformation. We prove this produces an equivalent function by observing that

\[
\left[ \Gamma; \Sigma \vdash \text{sum}(e) : \langle c, p, m, o \rangle \right](x) = \text{sum}(f(x)) = \sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}(x) = f_{11}(x) + \cdots + f_{m1}(x) + f_{12}(x) + \cdots + f_{mn}(x) = \left[ \Gamma; \Sigma \vdash e_{11} + \cdots + e_{m1} + e_{12} + \cdots + e_{mn} : \langle c, p, m, o \rangle \right](x) = \left[ \mathcal{T} (\Gamma; \Sigma \vdash \text{sum}(e) : \langle c, p, m, o \rangle) \right](x)
\]

### 6.11 Infinity-Norm

Although some solvers can directly handle an inequality containing the infinity-norm, most solvers require that the constraint be reformulated into a system of linear inequalities. Our transformation system accomplishes this reformulation in two steps. First, we transform the constraint into a system of intermediate constraints that contain the absolute value function. Then, we may apply other transformations that linearize the result.

We define this transformation with the following rule

\[
\mathcal{T} (\Gamma; \Sigma \vdash e_0 \geq_{\mathbb{R}_+} \|e\|_\infty : \diamondsuit) = [\Gamma; \Sigma \vdash e_0 \geq_{\mathbb{R}_+} |e_{11}| + \cdots + |e_{mn}|_{i}]
\]
We see this transformation produces the same feasible region by noting that

\[
\llbracket \Gamma; \Sigma \vdash e_0 \succeq_{\mathbb{R}} \|e\|_{\infty} : \Diamond \rrbracket = \{x : f(x) \geq \|g(x)\|_{\infty}\} \\
= \left\{x : f(x) \geq \max_{1 \leq i \leq m} \sum_{j=1}^{n} |f_{ij}(x)|\right\} \\
= \bigcap_{i=1}^{m} \left\{x : f(x) \geq \sum_{j=1}^{n} |f_{ij}(x)|\right\} \\
= \bigcap_{i=1}^{m} \{x : f(x) \geq |f_{i1}(x)| + \cdots + |f_{ln}(x)|\} \\
= \llbracket \llbracket \llbracket \Gamma; \Sigma \vdash e_0 \succeq_{\mathbb{R}} |e_{i1}| + \cdots + |e_{ln}| \rrbracket_{1} \rrbracket_{1} \rrbracket_{1} \rrbracket \\
= \llbracket \mathcal{T} (\Gamma; \Sigma \vdash e_0 \succeq_{\mathbb{R}} \|e\|_{\infty} : \Diamond) \rrbracket
\]

6.12 One-Norm

Recall that for any \(x \in \mathbb{R}^{m \times n}, \|x\|_1 = \|x^T\|_{\infty}\). Thus, we can transform any use of the one-norm function into the infinity-norm. This allows us to utilize our above transformation.

We stipulate that

\[
\mathcal{T} (\Gamma; \Sigma \vdash \|e\|_1 : \langle c, p, m, o \rangle) = \Gamma; \Sigma \vdash \|e^T\|_{\infty} : \langle c, p, m, o \rangle
\]
We see that this produces an equivalent function since

\[
\| \Gamma; \Sigma \vdash \|e\|_1 : \langle c, p, m, o \rangle \|_{2} (x) = \| f(x) \|_1
\]

\[
= \| f^T(x) \|_{\infty}
\]

\[
= \| \Gamma; \Sigma \vdash \|e^T\|_\infty : \langle c, p, m, o \rangle \|_{2} (x)
\]

\[
= \| \mathcal{T} (\Gamma; \Sigma \vdash \|e\|_{2} : \langle c, p, m, o \rangle) \|_{2} (x)
\]

### 6.13 Two-Norm

Transforming a constraint containing the two-norm creates a number of difficulties. Unlike the one and infinity norms, we want to apply a different transformation when the argument is a vector rather than a matrix. In short, when the argument is a vector, we can transform the constraint into a second order cone constraint. When the argument is a matrix, we are forced to generate a semi-definite constraint. We consider these cases separately.

We define the transformation of a column vector as

\[
\mathcal{T}(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \|e_2\|_2 : \diamond) = \Gamma; \Sigma \vdash \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} \succeq_Q 0
\]

when \( \Gamma; \Sigma \vdash e_2 : \{\langle c, p, m, o \rangle_{ij}^{m1}, y \} \). We prove this transformation is well-formed by observ-
ing that

$$\left[ \Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{R}} \|e_2\|_2 : \Diamond \right] = \{ x : f(x) \succeq_{\mathbb{R}} \|g(x)\|_2 \}$$

$$= \left\{ x : \begin{bmatrix} f(x) \\ g(x) \end{bmatrix} \succeq_{\mathbb{Q}} 0 \right\}$$

$$= \left[ \Gamma; \Sigma \vdash \begin{bmatrix} e_1 \\ e_2 \end{bmatrix} \succeq_{\mathbb{Q}} 0 \right]$$

$$= \left[ \mathcal{T}(\Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{R}} \|e_2\|_2 : \Diamond) \right]$$

In a similar manner, we define the transformation of row vector as

$$\mathcal{T}(\Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{R}} \|e_2\|_2 : \Diamond) = \Gamma; \Sigma \vdash [e_1 \ e_2] \succeq_{\mathbb{Q}} 0$$

when \( \Gamma; \Sigma \vdash e_2 : \{ \langle c, p, m, o \rangle_{ij}, y \} \). The proof that this transformation produces an equivalent feasible region is nearly identical to the proof above.

When the argument to the two-norm is a matrix, the result can be transformed into a semidefinite constraint. Before we begin, we need a related technical result. Let \( X \in \mathbb{R}^{m \times n} \).

We must show that the positive eigenvalues of the matrix

$$\tilde{X} = \begin{bmatrix} 0 & X^T \\ X & 0 \end{bmatrix}$$

are the singular values of \( X \). Let \( v = [v_1^T, v_2^T]^T \) be an eigenvector of \( \tilde{X} \) with associated
eigenvalue $\lambda$. We see that

$$
\begin{bmatrix}
0 & X^T \\
X & 0
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
= \lambda
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
$$

$$
\iff
\begin{bmatrix}
X^Tv_2 \\
Xv_1
\end{bmatrix}
= \lambda
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
$$

$$
\iff
\begin{cases}
X^Tv_2 = \lambda v_1 \\
Xv_1 = \lambda v_2
\end{cases}
$$

$$
\implies X^TXv_1 = \lambda^2 v_1
$$

Thus, the absolute value of each eigenvalue of $\bar{X}$ is a singular value of $X$. This seems a bit puzzling since there are twice as many eigenvalues of $\bar{X}$ as there are singular values of $X$.

However, we notice that

$$
\begin{bmatrix}
0 & X^T \\
X & 0
\end{bmatrix}
\begin{bmatrix}
v_1 \\
-v_2
\end{bmatrix}
= -X^Tv_2
= -\lambda v_1
= -\lambda
\begin{bmatrix}
v_1 \\
-v_2
\end{bmatrix}
$$

Thus, whenever $v = [v_1^T, v_2^T]^T$ is an eigenvector with associated eigenvalue $\lambda$, so is $[v_1^T, -v_2^T]^T$ with associated eigenvalue $-\lambda$. Therefore, we can find the singular values of $X$ by finding the nonnegative eigenvalues of $\bar{X}$. This allows us to view a constraint on the two-norm of
as a constraint on the largest eigenvalue of $\bar{X}$. This gives us the following transformation

$$T(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \|e_2\|_2 : \Diamond) = \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \lambda_{\text{max}} \begin{bmatrix} 0 & e_2^T \\ 0 & 0 \end{bmatrix} : \Diamond$$

We see this transformation produces an equivalent feasible region by noting that

$$[\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \|e_2\|_2 : \Diamond] = \{x : f(x) \geq_{\mathbb{R}_+} \|g(x)\|_2\}$$

$$= \{x : f(x) \geq_{\mathbb{R}_+} \sigma_{\text{max}} g(x)\}$$

$$= \{x : f(x) \geq_{\mathbb{R}_+} \lambda_{\text{max}} \begin{bmatrix} 0 & g^T(x) \\ g(x) & 0 \end{bmatrix}\}$$

$$= \left[\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \lambda_{\text{max}} \begin{bmatrix} 0 & e_2^T \\ 0 & 0 \end{bmatrix} : \Diamond\right]$$

$$= \left[T(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} \|e_2\|_2 : \Diamond)\right]$$

### 6.14 Maximum Eigenvalue

A constraint on the maximum eigenvalue of a matrix may be reformulated into a semidefinite constraint. Let $t$ be a scalar variable and $A$ a matrix. Then, the constraint $tI \succeq_{\mathbb{S}_+} A$ requires that $t$ be larger than the maximum eigenvalue of $A$. Recall, adding a multiple of the identity to a matrix simply shifts the eigenvalues of that matrix. Thus, the matrix $tI - A$ possesses a set of eigenvalues $\{t - \lambda_{\text{max}}, \ldots, t - \lambda_{\text{min}}\}$. Since the constraint $tI - A \succeq_{\mathbb{S}_+} 0$ requires that all eigenvalues to be nonnegative, it equivalently states that $t - \lambda_i \geq 0$ or $t \geq \lambda_i$. 
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for all $i$. Of course, this means that $t$ must be at least as large as the largest eigenvalue.

We formulate this transformation as

$$
\mathcal{T} (\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \lambda_{\text{max}}(e_2) : \Diamond) = \Gamma; \Sigma \vdash e_1 \ast I \geq_{S_s} e_2 : \Diamond
$$

where $I$ is the identity matrix with size the same as $e_2$. We see that this transformation behaves correctly by noticing that

$$
[\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \lambda_{\text{max}}(e_2) : \Diamond] = \{x : f(x) \geq \lambda_{\text{max}}(g(x))\} = \{x : f(x)I \geq_{S_s} g(x)\} = [\Gamma; \Sigma \vdash e_1 \ast I \geq_{S_s} e_2 : \Diamond] = [\mathcal{T} (\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}} \lambda_{\text{max}}(e_2) : \Diamond)]
$$

### 6.15 Minimum Eigenvalue

We transform a constraint containing the minimum eigenvalue in a similar manner as the maximum eigenvalue. For a scalar variable $t$ and a matrix $A$, the constraint $A \geq_{S_s} tI$ requires that $t$ be at most the minimum eigenvalue of $A$. The matrix $A - tI$ has eigenvalues $\{\lambda_{\text{max}} - t, \ldots, \lambda_{\text{min}} - t\}$. Since the constraint $A - tI \geq_{S_s} 0$ requires that each of these eigenvalues be positive, it equivalently requires that $t$ be no larger than the minimum.
We define this transformation as

\[ T(\Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{R}^+} e_2 : \Diamond) = \Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{S}} e_2 \ast I : \Diamond \]

where \( I \) is the identity matrix with size compatible to \( e_1 \). We see this transformation produces an equivalent feasible region by observing that

\[
\llbracket \Gamma; \Sigma \vdash \lambda_{\text{min}}(e_1) \succeq_{\mathbb{R}^+} e_2 : \Diamond \rrbracket = \{x : \lambda_{\text{min}}(f(x)) \geq g(x)\} \\
= \{x : f(x) \succeq_{\mathbb{R}^+} g(x) \ast I\} \\
= \llbracket \Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{S}} e_2 \ast I : \Diamond \rrbracket \\
= \llbracket T(\Gamma; \Sigma \vdash \lambda_{\text{min}}(e_1) \succeq_{\mathbb{R}^+} e_2 : \Diamond) \rrbracket
\]
6.16 Convex Quadratics

A constraint containing a convex quadratic on each side of an inequality may be transformed into a second-order cone constraint. Notice the following

\[
\begin{cases}
    x : 
    \begin{bmatrix}
        1 - c^T x - \gamma \\
        2 U x \\
        1 + c^T x + \gamma
    \end{bmatrix} \succeq 0
\end{cases}
\]

\[
= \left\{ x : 1 - c^T x - \gamma \geq \sqrt{(2 U x)^T (2 U x) + (1 + c^T x + \gamma)^2} \right\}
\]

\[
= \left\{ x : (1 - c^T x - \gamma)^2 \geq 4 x^T U^T U x + (1 + c^T x + \gamma)^2, 1 - c^T x - \gamma \geq 0 \right\}
\]

\[
= \left\{ x : 0 \geq 4 x^T U^T U x + (1 + c^T x + \gamma)^2 - (1 - c^T x - \gamma)^2, 1 - c^T x - \gamma \geq 0 \right\}
\]

\[
= \left\{ x : 0 \geq 4 x^T U^T U x + 4 c^T x + 4 \gamma, 1 - c^T x - \gamma \geq 0 \right\}
\]

\[
= \left\{ x : 0 \geq x^T U^T U x + c^T x + \gamma, 1 - c^T x - \gamma \geq 0 \right\}
\]

\[
= \left\{ x : 0 \geq x^T U^T U x + c^T x + \gamma \right\}
\]

since \((a + b + c)^2 - (a - b - c)^2 = 4ab + 4ac\) and by observing that \(1 - c^T x - \gamma \geq -x^T U^T U x - c^T x - \gamma \geq 0\) since \(U^T U \succeq 0\). Thus, when we have a constraint of the form

\[
x^T A x + a^T x + \alpha \geq x^T B x + b^T x + \beta
\]

and \(U^T U = C = B - A \succeq 0, c = b - a, \) and \(\gamma = \beta - \alpha,\) we can use the above transformation.

Unfortunately, our situation becomes slightly more complicated. Although we can de-
termine when a function is quadratic, we define this property in terms of all decision variables. For example, consider the function

\[ X \in \mathbb{R}^{2 \times 2}, y \in \mathbb{R}^{2 \times 1} \mapsto (X_{11} + X_{21})^2 + 3(y_1 + y_2)^2 \]

Our type system tells us that this function is quadratic with a representation

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 3 \\
0 & 0 & 0 & 3 & 3 & 3
\end{bmatrix}^{\text{T}}
\]

where we denote the quadratic coefficient by \( C \). Unfortunately, this representation becomes burdensome since it depends on the variables \( X_{12} \) and \( X_{22} \) even though the original representation did not. In order to resolve this problem, we define a new projection operator, \( \pi_C : \mathbb{R}^m \to \mathbb{R}^n \) defined as

\[
[\pi_C(x)]_k = x_{\xi(k)}
\]

where \( m \) denotes the total number of rows in \( C \) and \( n \) denotes the number of nonzero rows.

Then, label the nonzero rows of \( C \), in order, from 1 to \( n \). The function \( \xi : \{1, \ldots, m\} \to \{1, \ldots, n\} \) represents an increasing, injective function that maps this labeling to the original
index in $C$. When we compose this projection with vectorization, we abbreviate the result as $\text{vec}_C = \pi_C \circ \text{vec}$. Using these projections, we define our quadratic as

$$X \in \mathbb{R}^{2 \times 2}, y \in \mathbb{R}^{2 \times 1} \mapsto \begin{bmatrix} 1 & 1 & 0 & 0 \\ \text{vec}_C(X) \\ \text{vec}_C(y) \end{bmatrix}^T \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 3 & 3 \\ 0 & 0 & 3 & 3 \end{bmatrix} \begin{bmatrix} \text{vec}_C(X) \\ \text{vec}_C(y) \end{bmatrix}$$

Where we call the smaller quadratic coefficient the \textit{reduced} quadratic coefficient. At this point, we must factor this coefficient into $U^T U$. Unfortunately, since this matrix may be only positive semidefinite, we can not take the Choleski factorization. Instead, we find the compact singular value decomposition, the second-order coefficient into $V \Sigma V^T$ where

$$V = \begin{bmatrix} 0 & -1/\sqrt{2} \\ 0 & -1/\sqrt{2} \\ -1/\sqrt{2} & 0 \\ -1/\sqrt{2} & 0 \end{bmatrix}$$

$$\Sigma = \begin{bmatrix} 6 & 0 \\ 0 & 2 \end{bmatrix}$$
Thus, our factored, reduced quadratic coefficient is

\[ U = \begin{bmatrix} 0 & 0 & -\sqrt{3} & -\sqrt{3} \\ -1 & -1 & 0 & 0 \end{bmatrix} \]

We define our factored, reduced quadratic as

\[
X \in \mathbb{R}^{2 \times 2}, y \in \mathbb{R}^{2 \times 1} \mapsto \begin{bmatrix} X_{11} \end{bmatrix}^T \begin{bmatrix} X_{11} \\ X_{21} \\ y_1 \\ y_2 \end{bmatrix} \begin{bmatrix} 0 & 0 & -\sqrt{3} & -\sqrt{3} \\ 0 & 0 & -\sqrt{3} & -\sqrt{3} \end{bmatrix} \begin{bmatrix} X_{11} \\ X_{21} \\ y_1 \\ y_2 \end{bmatrix} \]

With this form, we can easily reformulate our quadratic into a second-order cone constraint.

We define this process formally with the following rule. Let \( \Gamma; \Sigma \vdash e_1 : (\perp, (\alpha, a, A), \perp, \mathbb{R}) \) and \( \Gamma; \Sigma \vdash e_2 : (\perp, (\beta, b, B), \perp, \mathbb{R}) \). Assume that \( B - A \succeq_s 0 \). Then, we define that

\[
\mathcal{T} (\Gamma; \Sigma \vdash e_1 \succeq_{\mathbb{R}}, e_2 : \diamond) = \Gamma; \Sigma \vdash \begin{bmatrix} 1 - \hat{\gamma}^T \star \hat{\gamma} - \gamma \\ 2 \star U \star \hat{\gamma} \succeq_q 0 : \diamond \\ 1 + \hat{\gamma}^T \star \hat{\gamma} + \gamma \end{bmatrix}
\]

In addition, we define the following. Let the \( \gamma = \beta - \alpha, c = b - a, \) and \( C = B - A \). Next, let \( \hat{\gamma} = \text{vec}_e(c) \) be a constant vector containing the nonzero elements of \( c \). Associated with this vector, let \( \hat{\gamma} \) be the vertical concatenation of each variable that corresponds to a nonzero element of \( c \). Similarly, let \( U \) be a constant matrix that corresponds to the factored, reduced
quadratic coefficient of $C$. Along with this matrix, let $\tilde{e}$ be the vertical concatenation of each variable that corresponds to a nonzero rows of $C$.

We prove this transformation behaves properly with the following. Notice that

$$
\left[ \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} e_2 : \diamond \right]
$$

$$
= \{ x : \text{vec}(x)^T A \text{vec}(x) + a^T \text{vec}(x) + \alpha \geq_{\mathbb{R}_+} \text{vec}(x)^T B \text{vec}(x) + b^T \text{vec}(x) + \beta \}
$$

$$
= \{ x : 0 \geq \text{vec}(x)^T C \text{vec}(x) + c^T \text{vec}(x) + \gamma \}
$$

$$
= \{ x : 0 \geq \text{vec}_C(x)^T U^T U \text{vec}_C(x) + \text{vec}_c(e)^T \text{vec}_c(x) + \gamma \}
$$

$$
= \left\{ x : \begin{bmatrix} 1 - \text{vec}_c(e)^T \text{vec}_c(x) - \gamma \\ 2U \text{vec}_C(x) \\ 1 + \text{vec}_c(e)^T \text{vec}_c(x) + \gamma \end{bmatrix} \geq_{\mathcal{Q}} 0 \right\}
$$

$$
= \left\{ x : \begin{bmatrix} 1 - \tilde{e}^T \text{vec}_c(x) - \gamma \\ 2U \text{vec}_C(x) \\ 1 + \tilde{e}^T \text{vec}_c(x) + \gamma \end{bmatrix} \geq_{\mathcal{Q}} 0 \right\}
$$

$$
\left[ \Gamma; \Sigma \vdash 2 \times U \times \tilde{e} \geq_{\mathbb{Q}} 0 : \diamond \right]
$$

$$
= \left[ \mathcal{T} \left( \Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}_+} e_2 : \diamond \right) \right]
$$
6.17 Non-Convex Quadratics

We transform nonconvex quadratics in a much different fashion than convex quadratics. These constraints are difficult to handle since they can define a convoluted and possibly nonconnected feasible region. For example, the constraint $x^2 = 1$ defines an integer constraint where the variable $x$ must be either 1 or $-1$. In order to reformulate these constraints, we lift each quadratic into a higher-dimensional space where the quadratic becomes linear.

In other words, consider a constraint of the form

$$f(x) \mathbb{R} x^T A x + a^T x + \alpha$$

Notice that we can rewrite this as

$$f(x) \mathbb{R} \text{tr}(x^T A x) + a^T x + \alpha$$

since $x^T A x$ is scalar. Using the commutative property of trace, we see that

$$f(x) \mathbb{R} \text{tr}(A x x^T) + a^T x + \alpha$$

At this point, we linearize the problem into

$$f(x) \mathbb{R} \text{tr}(AX) + a^T x + \alpha$$
where $X = xx^T$. As a consequence of this action, we add a difficult rank-1 constraint, $X = xx^T$. Later, we relax this constraint into a semidefinite program.

We define this transformation with the following. Let $\Gamma; \Sigma \vdash e_2 : (\bot, (\alpha, a, A), \bot, \bot, \mathbb{R})$. Then, we specify that

$$T (\Gamma; \Sigma \vdash e_1 \mathcal{R} e_2 : \Diamond) = \Gamma; \Sigma, X : \mathcal{S}^m \vdash e_1 \mathcal{R} \text{tr}(\hat{A} * X) + \hat{a}^T * \hat{e} + \alpha : \Diamond,$$

$$\Gamma; \Sigma, X : \mathcal{S}^m \vdash X = x * x^T : \Diamond.$$

In addition, we make the following definitions. We define $\hat{A}$ to be the reduced quadratic coefficient of size $m$ and $\hat{a}$ to be the reduced linear coefficient. In addition, $\hat{e}$ represents the vertical concatenation of each variable that corresponds to a nonzero element of $a$.

Since we add an auxiliary variable, we must show that the original feasible region is a projection of the reformulated region. Let $\pi_y : (\prod_{k=1}^n D_k) \times \mathcal{S}^m \rightarrow \prod_{k=1}^n D_k$ be a projection defined by

$$[\pi_y(y)]_k = y_k.$$
for $k = 1, \ldots, n$. Then, we see that

$$\left[ \Gamma; \Sigma \vdash e_1 \ R \ e_2 \ : \ \Diamond \right] = \{ x : f(x) \ R \ vec(x)^T \ Ave(x) + a^T vec(x) + \alpha \}$$

$$= \pi_x \{ x : f(\pi_x(x, X)) \ R \ vec(x)^T \ Ave(x) + a^T vec(x) + \alpha \}$$

$$= \pi_x \{ x : f(\pi_x(x, X)) \ R \ vec_A(x)^T \ Ave(x) + \hat{a}^T vec_a(x) + \alpha \}$$

$$= \pi_x \{ x : f(\pi_x(x, X)) \ R \ \text{tr} (\hat{A}X) + \hat{a}^T vec_a(x) + \alpha, \ X = vec_A(x)vec_A(x)^T \}$$

$$= \pi_x \left\{ x, X : f(\pi_x(x, X)) \ R \ \text{tr} (\hat{A}X) + \hat{a}^T vec_a(x) + \alpha \} \cap \right\}$$

$$= \pi_x \left\{ x, X : X = vec_A(x)vec_A(x)^T \} \right\}$$

$$= \left\{ \Gamma; \Sigma, X : S^m \vdash e_1 \ R \ \text{tr} (\hat{A} * X) + \hat{a}^T * \hat{e} + \alpha : \ \Diamond, \right\}$$

$$= \pi_x \left\{ \left\{ \Gamma; \Sigma, X : S^m \vdash X = x * x^T : \ \Diamond \right\} \right\}$$

In a similar manner, we can define one additional transformation by reversing the left and right hand sides. Since equality is symmetric, this must generate an equivalent problem.

As a final note, this transformation generally makes a problem more difficult to solve. However, we can relax the rank-1 constraint into a much easier form using the next transformation.

### 6.18 Symmetric Rank-1 Constraints

Symmetric rank-1 constraints represent an extremely difficult class of constraints to optimize over. Fortunately, we can relax them into a semidefinite constraint. The strength
of this relaxation depends on many factors. In fact, this relaxation could be extremely weak. Nevertheless, it has proved useful in many cases.

Our strategy consists of relaxing a constraint of the form $X = xx^T$, where $X = X^T$, into $X \succeq S + xx^T$. The Schur Complement theorem tells us that

$$A >_{S^+} 0 \text{ and } C \succeq S \implies BA^{-1}B^T \iff \begin{bmatrix} A & B^T \\ B & C \end{bmatrix} \succeq S, 0$$

where $A >_{S^+} 0$ denotes that $A$ must be positive definite. Therefore, we can relax our original constraint into

$$\begin{bmatrix} 1 & x^T \\ x & X \end{bmatrix} \succeq S, 0$$

We codify this process with the following rule

$$T \left( \Gamma; \Sigma \vdash e_1 = e_2 \ast e_2^T : \diamond \right) = \Gamma; \Sigma \vdash \begin{bmatrix} I & e_2^T \\ e_1 & \end{bmatrix} \succeq S, 0 : \diamond$$

when $\Gamma; \Sigma \vdash e_1 : \{ (c, p, m, o)_{ij}^{mn}, \hat{z} \}$ and $I$ denotes the identity matrix. Although this process does not generate an equivalent feasible region, we see that it behaves correctly by
observing that

\[
\Gamma; \Sigma \vdash e_1 = e_2 \ast e_2^T : \Diamond = \{ x : f(x) = g(x)g(x)^T \}
\]

\[
\subseteq \{ x : f(x) \succeq_s, g(x)g(x)^T \}
\]

\[
= \{ x : \begin{bmatrix} I & g(x)^T \\ g(x) & f(x) \end{bmatrix} \succeq_s, 0 \}
\]

\[
= \Gamma; \Sigma \vdash \begin{bmatrix} I & e_2^T \\ e_2 & e_1 \end{bmatrix} \succeq_s, 0 : \Diamond
\]

\[
= \mathcal{T} \left( \Gamma; \Sigma \vdash e_1 = e_2 \ast e_2^T : \Diamond \right)
\]

As a final note, since equal is symmetric, we can apply this same transformation by reversing the left and right hand sides.

### 6.19 ±1 Integer Variables

We find plus-minus one integer domains in a number of graph theoretic problems. For example, the max-cut problem uses this domain to divide the vertices of a graph into two sets. Instead of handling these variables directly, we can transform them into a non-convex quadratic equality constraint, \(x^2 = 1\). Once we obtain this form, we can relax it into a semidefinite program.
We define this transformation with the following rule

\[ T\left( \Gamma \vdash \min e \text{ over } \{ x : d \}_{k}^{q-1}, x_{q} : \{-1, 1\}^{m_{q} \times n_{q}}, \{ x : d \}_{k=q+1}^{n} \text{ st } \{ e \}_{i}^{s} \right) \]

\[ = \Gamma \vdash \min e \text{ over } \{ x : d \}_{k}^{q-1}, x_{q} : \mathbb{R}^{m_{q} \times n_{q}}, \{ x : d \}_{k=q+1}^{n} \text{ st } \{ e \}_{i}^{s}, \{ x_{q}^{2} \}_{i j} = 1 \}

We see that this transformation does not change the solution by observing that

\[ \left[ \Gamma \vdash \min e \text{ over } \{ x : d \}_{k}^{q-1}, x_{q} : \{-1, 1\}^{m_{q} \times n_{q}}, \{ x : d \}_{k=q+1}^{n} \text{ st } \{ e \}_{i}^{s} \right] =
\]

\[ = \left\{ \begin{array}{l}
\min_{x \in A \cap B} f(x) \\
\text{ where } A = \left\{ \prod_{k=1}^{q-1} \mathcal{D}_{k} \right\} \times \{-1, 1\}^{m_{q} \times n_{q}} \times \left\{ \prod_{k=q+1}^{n} \mathcal{D}_{k} \right\} \\
B = \{ x \in S_{i}^{s} \}
\end{array} \right. \]

\[ = \left\{ \begin{array}{l}
\min_{x \in A \cap B} f(x) \\
\text{ where } A = \left\{ \prod_{k=1}^{q-1} \mathcal{D}_{k} \right\} \times \mathbb{R}^{m_{q} \times n_{q}} \times \left\{ \prod_{k=q+1}^{n} \mathcal{D}_{k} \right\} \\
B = \{ x \in S_{i}^{s} \cap \}
\end{array} \right. \\
\{ x_{q}^{2} = 1 \}_{i j} \]

\[ = \left[ \Gamma \vdash \min e \text{ over } \{ x : d \}_{k}^{q-1}, x_{q} : \mathbb{R}^{m_{q} \times n_{q}}, \{ x : d \}_{k=q+1}^{n} \text{ st } \{ e \}_{i}^{s}, \{ x_{q}^{2} \}_{i j} = 1 \right] \]

\[ = \left[ T\left( \Gamma \vdash \min e \text{ over } \{ x : d \}_{k}^{q-1}, x_{q} : \{-1, 1\}^{m_{q} \times n_{q}}, \{ x : d \}_{k=q+1}^{n} \text{ st } \{ e \}_{i}^{s} \right) \right] \]

where \( S_{i} \) denotes some arbitrary feasible region.
6.20 Quartics

Earlier, we observed the use of quartics in the chained singular function. In that example, we transformed each quartic into a quadratic. We revisit that trick with the following example. Consider the constraint,

\[ y \geq x^4 \]

We can rewrite the term \( x^4 \) as \( (x^2)^2 \). Then, we notice two facts. First, \( x^2 \geq 0 \) for all \( x \). Second, the function \( x \mapsto x^2 \) is increasing for all positive arguments. Therefore, we can introduce a single auxiliary variable and rewrite this constraint as the pair

\[ y \geq z^2 \]
\[ z \geq x^2 \]

In order to formally show this equivalence, let us define two sets

\[
A = \left\{ x \in \prod_{k=1}^{n} D_k : f(x) \geq (g(x))^4 \right\}
\]
\[
B = \left\{ x \in \prod_{k=1}^{n} D_k, y \in \mathbb{R} : f(\pi(x,y)) \geq y^2, y \geq (g(\pi(x,y)))^2 \right\}
\]

where \( \pi : \prod_{k=1}^{n} D_k \times \mathbb{R} \rightarrow \prod_{k=1}^{n} D_k \) and \( [\pi(z)]_k = z_k \) for \( k = 1, \ldots, n \). We must show that \( A = \pi_c B \). In the forward direction, let \( x \in A \). We must find a \( y \) such that \( (x,y) \in B \). Let \( y = (g(\pi(x,y)))^2 \). Certainly, we see that \( y = (g(\pi(x,y)))^2 \geq (g(\pi(x,y)))^2 \). In addition,
since $x \in A$, we see that

$$f(\pi(x, y)) = f(x) \geq (g(x))^4 = (g(\pi(x, y)))^4 = y^2 \geq y^2$$

Therefore, $(x, y) \in B$ and $A \subseteq \pi_x B$. In the reverse direction, take $(x, y) \in B$. We must show that $x \in A$. Since $x, y \mapsto y^2$ is increasing for positive $y$ and $(g(\pi_x(x, y)))^2 \geq 0$, we see that

$$f(x) = f(\pi_x(x, y)) \geq y^2 \geq ((g(\pi_x(x, y)))^2)^2 = (g(x))^4$$

Thus, $x \in A$ and $\pi_x B \subseteq A$. Hence, we know that $A = \pi_x B$.

We define this transformation as

$$\mathcal{T}\left(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}}, e_2^4 : \diamond\right) = \Gamma; \Sigma, y : \mathbb{R}^{1 \times 1} \vdash e_1 \geq y^2 : \diamond, \Gamma; \Sigma, y : \mathbb{R}^{1 \times 1} \vdash y \geq e_2^2 : \diamond$$

We see this transformation behaves properly by noticing that

$$\left[\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}}, e_2^4 : \diamond\right] = \{ x \in \prod_{k=1}^n D_k : f(x) \geq (g(x))^4 \}$$

$$= \pi_x \left\{ x \in \prod_{k=1}^n D_k, y \in \mathbb{R} : f(\pi_x(x, y)) \geq y^2, y \geq (g(\pi_x(x, y)))^2 \right\}$$

$$= \pi_x \left\{ x \in \prod_{k=1}^n D_k, y \in \mathbb{R} : f(\pi_x(x, y)) \geq y^2 \right\} \cap \left\{ x \in \prod_{k=1}^n D_k, y \in \mathbb{R} : y \geq (g(\pi_x(x, y)))^2 \right\}$$

$$= \pi_x \left[ \Gamma; \Sigma, y : \mathbb{R}^{1 \times 1} \vdash e_1 \geq y^2 : \diamond, \Gamma; \Sigma, y : \mathbb{R}^{1 \times 1} \vdash y \geq e_2^2 : \diamond \right]$$

$$= \pi_x \left[ \mathcal{T}\left(\Gamma; \Sigma \vdash e_1 \geq_{\mathbb{R}}, e_2^4 : \diamond\right) \right]$$
6.21 Linearizing the Objective Function

The vast majority of the transformations that we have defined operate on a constraint rather than on the objective function. Although many of these transformations will work in both situations, defining each case becomes cumbersome. Instead, we note that we can convert the objective function into a constraint by adding a single variable. In other words, we can convert the problem

$$\min_{x \in A} f(x)$$

into

$$\min_{x \in A, y \in \mathbb{R}} y \text{ st } y \geq f(x)$$

We must show these problems produce an equivalent solution. Let $x^*$ be an optimal solution to the first problem. Certainly, when $y = f(x^*)$, the point $(f(x^*), y)$ is feasible in the second problem and the objective value remains the same. Therefore, the optimal value of the first problem is greater than or equal to the second. In the reverse direction, let $(x^*, y^*)$ be an optimal solution to the second problem. We immediately see that $x^*$ remains feasible in the first problem. Since $y^* \geq f(x^*)$, the optimal value of the second problem is greater than or equal to the first. Thus, both problems have the same optimal value.

We define this transformation as

$$\mathcal{T} (\Gamma \vdash \min e \text{ over } \{x : d_i^n \} \text{ st } \{e_i^j\})$$

$$= \Gamma \vdash \min_{x_{n+1}} \text{ over } \{x : d_k^n \}, x_{n+1} : \mathbb{R}^{1 \times 1} \text{ st } \{e_i^j\}, x_{n+1} \geq_{\mathbb{R}_+} e$$
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We see that this produces an equivalent problem since

\[
\llbracket \Gamma \vdash \min e \text{ over } \{x : d\}_{k}^{n} \text{ st } \{e\}_{i}^{s} \rrbracket \nabla \\
\begin{aligned}
\min_{x \in A \cap B} f(x) \\
= \begin{cases} \\
\text{ where } A = \prod_{k=1}^{n} \mathcal{D}_{k} \\
B = \{x \in S_{i}^{s}\}
\end{cases} \\
\min_{y \in A \cap B_{k+1}} \\
= \begin{cases} \\
\text{ where } A = \left(\prod_{k=1}^{n} \mathcal{D}_{k}\right) \times \mathbb{R} \\
B = \{y \in S_{i}^{s}\} \cap \{y : y_{k+1} \geq f(\pi_{x}(y))\}
\end{cases} \\
= \llbracket \Gamma \vdash \min x_{n+1} \text{ over } \{x : d\}_{k}^{n} \times \mathbb{R}_{1x1}^{1} \text{ st } \{e\}_{i}^{s}, x_{n+1} \geq \mathbb{R}, e \rrbracket \\
= \llbracket \mathcal{T} (\Gamma \vdash \min e \text{ over } \{x : d\}_{k}^{n} \text{ st } \{e\}_{i}^{s}) \rrbracket
\end{aligned}
\]

where \(\pi_{x} : \left(\prod_{k=1}^{n} \mathcal{D}_{k}\right) \times \mathbb{R} \to \prod_{k=1}^{n} \mathcal{D}_{k}\) is defined as \(\pi_{x}(y)_{k} = y_{k}\) for \(k = 1, \ldots, n\).
Chapter 7

Case Studies

In the following section, we revisit the chained singular function and the max-cut problem. We show that we can correctly model and transform these problems into more desirable formulations. In addition, we assess the type-checking capability our design by demonstrating that we can prove convexity, polynomality, and monotonicity in a wide variety of situations.

We have implemented the language as a series of quotations within OCaml using Camlp5. Essentially, a quotation allows us to generate a piece of the abstract syntax tree using our custom defined grammar. Once we have the abstract syntax tree, we can type-check and manipulate the expression. Using quotations has two benefits. First, it allows us to quickly generate and manipulate problems. Second, we avoid adding file support, bindings, and other features within our language. Simply, we leverage OCaml for these features.
7.1 Max-Cut

Recall, we formulate the max-cut problem as

$$\max_{x \in \{-1, 1\}^n} \frac{1}{4} \sum_{ij} (1 - x_i x_j) w_{ij}$$

Let us define a small version of this problem in our language with the following code

```plaintext
let mc = let mc = <:mp<
    max 2.0*(1.-x*y)+1.0*(1.-y*z)+3.0*(1.-x*z)
over x in PlusMinusOne[1,1],
    y in PlusMinusOne[1,1],
    z in PlusMinusOne[1,1] >>;;
```

Before we can transform the objective, we must linearize the problem and move the objective function into the constraints.

```plaintext
let mc = linearize mc;;
```

This generates the following problem

```plaintext
max _0
over x in PlusMinusOne[1,1], y in PlusMinusOne[1,1],
    z in PlusMinusOne[1,1], _0 in Real[1,1]
st [2.] * ([1.] - x * y) + [1.] * ([1.] - y * z)
    + [3.] * ([1.] - x * z) >= _0
```
The variable \(_\theta\) denotes a new auxiliary variable. All auxiliary variables start with an underscore followed by a number. We use this convention since it insures that these names do not conflict with the user-defined variables. This program corresponds directly to the problem

\[
\begin{align*}
\max_{(x,y,z) \in \{-1,1\}^3, t_0 \in \mathbb{R}} t_0 \\
st\quad 2(1 - xy) + (1 - yz) + 3(1 - xz) \geq t_0
\end{align*}
\]

Next, we eliminate each of the plus-minus one integer constraints.

\[
\text{let mc=napply_mp pm1 mc;;}
\]

The function \texttt{napply_mp} repeatedly applies a transformation until normalization. In other words, it applies the transformation until the transformation has no affect. This generates the problem

\[
\begin{align*}
\max &\quad _\theta \\
\text{over} &\quad x \text{ in Real[ 1,1 ]}, y \text{ in Real[ 1,1 ]}, z \text{ in Real[ 1,1 ]}, _\theta \text{ in Real[ 1,1 ]} \\
&\quad (x[ 1 , 1 ])^{([2.])} = [1.] \\
&\quad (y[ 1 , 1 ])^{([2.])} = [1.] \\
&\quad (z[ 1 , 1 ])^{([2.])} = [1.]
\end{align*}
\]
This corresponds directly to the mathematical program

\[
\begin{align*}
\max_{(x,y,z,t_0) \in \mathbb{R}^4} & \quad t_0 \\
\text{s.t.} & \quad 2(1 - xy) + (1 - yz) + 3(1 - xz) \geq t_1 \\
& \quad x^2 = 1 \\
& \quad y^2 = 1 \\
& \quad z^2 = 1
\end{align*}
\]

Next, we lift each nonconvex quadratic into a linear constraint with the command

\[
\text{let mc} = \text{apply_mp (nonconvex_quad 'Left) mc};
\]

The function apply_mp applies a transformation to each constraint. This produces the problem

\[
\begin{align*}
\max \quad & \quad _0 \\
\text{over} \quad & \quad x \in \text{Real}[1,1], \ y \in \text{Real}[1,1], \ z \in \text{Real}[1,1], \\
& \quad _0 \in \text{Real}[1,1], \ _1 \in \text{Symmetric}[3], \\
& \quad _2 \in \text{Symmetric}[1], \ _3 \in \text{Symmetric}[1], \\
& \quad _4 \in \text{Symmetric}[1] \\
\text{s.t.} \quad & \quad \text{trace}([0. \ -1. \ -1.5; \ -1. \ 0. \ -0.5; \ -1.5 \ -0.5 \ 0.] \ * \ _1) + \\
& \quad \quad [6.] \ >= \ _0 \\
& \quad \quad _1 \ = \ {x[1,1]; \ y[1,1]; \ z[1,1]} \ * \\
& \quad \quad ({{x[1,1]; \ y[1,1]; \ z[1,1]}})' \\
& \quad \quad \text{trace}([1.] \ * \ _2) \ = \ [1.]
\end{align*}
\]
\_2 = x[1 , 1 ] * (x[1 , 1 ])' 
trace([1.] * \_3) = [1.] 
\_3 = y[1 , 1 ] * (y[1 , 1 ])' 
trace([1.] * \_4) = [1.] 
\_4 = z[1 , 1 ] * (z[1 , 1 ])' 

This program corresponds directly to the problem

\[
\begin{align*}
\text{max} & \quad t_0 \\
\text{st} & \quad \text{tr}\begin{pmatrix}
0 & -1 & -1.5 \\
-1 & 0 & -.5 \\
-1.5 & -.5 & 0
\end{pmatrix} t_1 + 6 \geq 0 \\
& \quad t_1 = \begin{bmatrix} x & y & z \end{bmatrix}^T \begin{bmatrix} x & y & z \end{bmatrix} \\
& \quad \text{tr}(t_2) = 1 \\
& \quad t_2 = xx^T \\
& \quad \text{tr}(t_3) = 1 \\
& \quad t_3 = yy^T \\
& \quad \text{tr}(t_4) = 1 \\
& \quad t_4 = zz^T
\end{align*}
\]

At this point we notice that we have been wasteful. We have introduced three more variables than necessary: \( t_2, t_3, \) and \( t_4. \) Each of these variables corresponds to \( t_{111}, t_{122}, \) and \( t_{133} \)
respectively. In other words, it is possible to reduce the mathematical program into

\[
\max_{(x,y,z,t_0)\in\mathbb{R}^7, t_1\in S^3} t_0
\]

\[
\text{st} \quad \text{tr}\left(\begin{pmatrix} 0 & -1 & -1.5 \\ -1 & 0 & -.5 \\ -1.5 & -.5 & 0 \end{pmatrix} t_1\right) + 6 \geq 0
\]

\[
t_1 = \begin{bmatrix} x & y & z \end{bmatrix}^T \begin{bmatrix} x & y & z \end{bmatrix}
\]

\[
t_{111} = 1
\]

\[
t_{122} = 1
\]

\[
t_{133} = 1
\]

This problem occurs since we apply the lifting procedure to each constraint separately. Since we do not coordinate each transformation, redundant variables may arise. Unfortunately, eliminating this problem proves difficult. It requires us to define a global nonconvex quadratic transformation that considers the entire problem. As a result, we may be forced to live with this redundancy. Despite this difficulty, we complete our reformulation by relaxing each rank-1 constraint into a semidefinite constraint with the command

\[
\text{let mc=}\text{apply_mp (lowrank 'Right) mc};
\]

This generates the following program

\[
\max \quad _0
\]

\[
\text{over} \quad x \text{ in Real[ 1,1 ]}, y \text{ in Real[ 1,1 ]}, z \text{ in Real[ 1,1 ]},
\]

\[
_0 \text{ in Real[ 1,1 ]}, _1 \text{ in Symmetric[ 3 ]},
\]
\_2 \text{ in } \text{Symmetric}[1], \_3 \text{ in } \text{Symmetric}[1], \\
\_4 \text{ in } \text{Symmetric}[1]

st

\text{trace}([0. \ -1. \ -1.5; \ -1. \ 0. \ -0.5; \ -1.5 \ -0.5 \ 0.] \ast \_1) + \\
\begin{bmatrix} 6. \end{bmatrix} \geq \_0

\{[1.] (\{x[1,1]; \{y[1,1]; z[1,1]\}); \_1\} \\
\geq S \begin{bmatrix} 0. & 0. & 0. & 0.; & 0. & 0. & 0.; & 0. & 0. & 0.; & 0. & 0. & 0. & 0. \end{bmatrix}

\text{trace}([1.] \ast \_2) = [1.]

\{[1.] (x[1,1]); \_2\} \geq S \begin{bmatrix} 0. & 0. & 0. \end{bmatrix}

\text{trace}([1.] \ast \_3) = [1.]

\{[1.] (y[1,1]); \_3\} \geq S \begin{bmatrix} 0. & 0. & 0. \end{bmatrix}

\text{trace}([1.] \ast \_4) = [1.]

\{[1.] (z[1,1]); \_4\} \geq S \begin{bmatrix} 0. & 0. & 0. \end{bmatrix}

This corresponds to the problem

\[
\max_{(x,y,z,t_0,t_1,t_2,t_3,t_4)\in \mathbb{R}^7} \quad t_0 \\
\text{st} \\
\text{tr} \begin{bmatrix}
0 & -1 & -1.5 \\
-1 & 0 & -0.5 \\
-1.5 & -0.5 & 0
\end{bmatrix} \begin{bmatrix} t_1 \\
\end{bmatrix} + 6 \geq 0 \\
\begin{bmatrix}
\begin{bmatrix} x \ y \ z \end{bmatrix} \\
\begin{bmatrix} x \ y \ z \end{bmatrix}^T \begin{bmatrix} t_1 \\
\end{bmatrix}
\end{bmatrix} \geq S, 0
\]
Thus, we have successfully generated a linear semidefinite program from our original formulation. Although we find our relaxation to be less than optimal, we have successfully derived one possible relaxation to a difficult problem.

### 7.2 Chained Singular Function

In the following discussion, we consider the simplest possible problem containing the chained singular function

\[
\begin{align*}
\min_{(y, x_1, x_2, x_3, x_4) \in \mathbb{R}^5} & \quad y \\
\text{st} & \quad y \geq (x_1 + 10x_2)^2 + 5(x_3 - x_4)^2 + (x_2 - 2x_3)^4 + 10(x_1 - 10x_4)^4
\end{align*}
\]

We represent this problem in our language with
let csf = <:mp<

min y

over x1 in Real[1,1], x2 in Real[1,1], x3 in Real[1,1],
    x4 in Real[1,1], y in Real[1,1]

st y >= (x1+10.*x2)^2.+5.*(x3-x4)^2. +
    (x2-2.*x3)^4.+10.*(x1-10.*x4)^4. >>;;

This yields the program

min y

over x1 in Real[1,1], x2 in Real[1,1], x3 in Real[1,1],
    x4 in Real[1,1], y in Real[1,1]

st y >= ((x1 + [10.]* x2)^([2.]) + [5.]* (x3 - x4)^([2.]) +
    (x2 - [2.]* x3)^([4.]) + [10.]* (x1 - [10.]* x4)^([4.]))

We notice this problem contains two quartics embedded in the constraint. In order to reach
them, we must expand the problem with the command

let csf = napply_mp (apply_mp (expand_ineq 'Right)) csf;;

This yields the program

min y

over x1 in Real[1,1], x2 in Real[1,1], x3 in Real[1,1],
    x4 in Real[1,1], y in Real[1,1]
x4 in Real[ 1,1 ], y in Real[ 1,1 ], _0 in Real[ 1,1 ],
_1 in Real[ 1,1 ], _2 in Real[ 1,1 ], _3 in Real[ 1,1 ],
_4 in Real[ 1,1 ], _5 in Real[ 1,1 ], _6 in Real[ 1,1 ],
_10 in Real[ 1,1 ]

st

y >= (_0 + _1)

_0 >= (_2 + _3)

_2 >= (_5 + _6)

_5 >= (x1 + [10.] * x2)^([2.])

_6 >= [5.] * _10

_10 >= (x3 - x4)^([2.])

_3 >= (x2 - [2.] * x3)^([4.])

_1 >= [10.] * _4

_4 >= (x1 - [10.] * x4)^([4.])
This corresponds to the problem

\[
\min_{(y,x_i,t_i) \in \mathbb{R} \times \mathbb{R}^5} y \\
\text{s.t. } y \geq t_0 + t_1 \\
\quad t_0 \geq t_2 + t_3 \\
\quad t_2 \geq t_5 + t_6 \\
\quad t_5 \geq (x_1 + 10x_2)^2 \\
\quad t_6 \geq 5t_{10} \\
\quad t_{10} \geq (x_3 - x_4)^2 \\
\quad t_3 \geq (x_2 - 2x_3)^4 \\
\quad t_1 \geq 10t_4 \\
\quad t_4 \geq (x_1 - 10x_4)^4
\]

At this point, we notice that we have exposed all the quartics. As a result, we can remove them with the command

\[
\text{let } \text{csf=} \text{apply_mp quartic csf};
\]

This produces the following program

\[
\min \quad y \\
\text{over } x_1 \text{ in Real}[1,1], x_2 \text{ in Real}[1,1], x_3 \text{ in Real}[1,1], x_4 \text{ in Real}[1,1], y \text{ in Real}[1,1], _0 \text{ in Real}[1,1], \\
\quad _1 \text{ in Real}[1,1], _2 \text{ in Real}[1,1], _3 \text{ in Real}[1,1], \\
\quad _4 \text{ in Real}[1,1], _5 \text{ in Real}[1,1], _6 \text{ in Real}[1,1],
\]
\_10 \text{ in Real}[1,1], \_17 \text{ in Real}[1,1], \_18 \text{ in Real}[1,1]

\text{st} \quad y \geq (\_0 + \_1)

\_0 \geq (\_2 + \_3)

\_2 \geq (\_5 + \_6)

\_5 \geq (x1 + [10.] \times x2)^2

\_6 \geq [5.] \times \_10

\_10 \geq (x3 - x4)^2

\_3 \geq (\_17)^2

\_17 \geq (x2 - [2.] \times x3)^2

\_1 \geq [10.] \times \_4

\_4 \geq (\_18)^2

\_18 \geq (x1 - [10.] \times x4)^2
This coincides with the problem

\[
\begin{align*}
\min_{(y,x_i,t_i)\in\mathbb{R}^{18}\in\mathbb{R}^5} & \quad y \\
\text{st} & \quad y \geq t_0 + t_1 \\
& \quad t_0 \geq t_2 + t_3 \\
& \quad t_2 \geq t_5 + t_6 \\
& \quad t_5 \geq (x_1 + 10x_2)^2 \\
& \quad t_6 \geq 5t_{10} \\
& \quad t_{10} \geq (x_3 - x_4)^2 \\
& \quad t_3 \geq t_{17}^2 \\
& \quad t_{17} \geq (x_2 - 2x_3)^2 \\
& \quad t_1 \geq 10t_4 \\
& \quad t_4 \geq t_{18}^2 \\
& \quad t_{18} \geq (x_1 - 10x_4)^2
\end{align*}
\]

At this point, we must make a decision. Ultimately, we wish to transform each convex quadratic into a second-order cone constraint. We can either employ this transformation now, or we can contract the problem then transform. For our purposes, we try both and compare the results. If we transform the convex quadratics now, we use the following command

```
let csf=apply_mp convex_quad csf;;
```

This generates the program
\[
\begin{align*}
\min \quad & y \\
\text{over} \quad & x_1 \text{ in Real}\,[\,1,1\,], x_2 \text{ in Real}\,[\,1,1\,], x_3 \text{ in Real}\,[\,1,1\,], \\
& x_4 \text{ in Real}\,[\,1,1\,], y \text{ in Real}\,[\,1,1\,], _0 \text{ in Real}\,[\,1,1\,], \\
& _1 \text{ in Real}\,[\,1,1\,], _2 \text{ in Real}\,[\,1,1\,], _3 \text{ in Real}\,[\,1,1\,], \\
& _4 \text{ in Real}\,[\,1,1\,], _5 \text{ in Real}\,[\,1,1\,], _6 \text{ in Real}\,[\,1,1\,], \\
& _10 \text{ in Real}\,[\,1,1\,], _17 \text{ in Real}\,[\,1,1\,], _18 \text{ in Real}\,[\,1,1\,] \\
\text{st} \quad & y \geq (_0 + _1) \\
& _0 \geq (_2 + _3) \\
& _2 \geq (_5 + _6) \\
& \{[1.] - ([1.])' \ast _5 \begin{bmatrix} 1 & 1 \end{bmatrix}; [2.] \ast [-1. \ -10.] \ast \\
& \{x_1 \begin{bmatrix} 1 & 1 \end{bmatrix}; x_2 \begin{bmatrix} 1 & 1 \end{bmatrix}; [1.] + ([1.])' \ast \\
& _5 \begin{bmatrix} 1 & 1 \end{bmatrix}\} \geq Q [0.; 0.; 0.] \\
& _6 \geq [5.] \ast _10 \\
& \{[1.] - ([1.])' \ast _10 \begin{bmatrix} 1 & 1 \end{bmatrix}; [2.] \ast [-1. \ 1.] \ast \\
& \{x_3 \begin{bmatrix} 1 & 1 \end{bmatrix}; x_4 \begin{bmatrix} 1 & 1 \end{bmatrix}; [1.] + ([1.])' \ast \\
& _10 \begin{bmatrix} 1 & 1 \end{bmatrix}\} \geq Q [0.; 0.; 0.] \\
& \{[1.] - ([1.])' \ast _3 \begin{bmatrix} 1 & 1 \end{bmatrix}; [2.] \ast [1.] \ast \\
& _17 \begin{bmatrix} 1 & 1 \end{bmatrix}; [1.] + ([1.])' \ast _3 \begin{bmatrix} 1 & 1 \end{bmatrix}\} \\
& \geq Q [0.; 0.; 0.] \\
& \{[1.] - ([1.])' \ast _17 \begin{bmatrix} 1 & 1 \end{bmatrix}; [2.] \ast [-1. \ 2.] \ast \\
& \{x_2 \begin{bmatrix} 1 & 1 \end{bmatrix}; x_3 \begin{bmatrix} 1 & 1 \end{bmatrix}; [1.] + ([1.])' \ast \\
&
\end{align*}
\]
\[-17[1,1]\} \geq Q [0.; 0.; 0.]

\[-1 \geq [10.] * _4

\{[1.] - ([[-1.]]') * _4[1,1]; {[2.] * [1.] * 
\_18[1,1]; [1.] + ([[-1.]]') * _4[1,1]\}\}
\geq Q [0.; 0.; 0.]

\{[1.] - ([[-1.]]') * _18[1,1]; {[2.] * [-1. 10.]; 
\{x1[1,1]; x4[1,1]\}; [1.] + ([[-1.]]') * 
\_18[1,1]\}\} \geq Q [0.; 0.; 0.]
This program matches the problem

\[
\begin{align*}
\min_{(y,x_0,x_1) \in \mathbb{R}^{18} \cap \mathbb{R}^3} & \quad y \\
\text{st} & \quad y \geq t_0 + t_1 \quad t_0 \geq t_2 + t_3 \\
& \quad t_2 \geq t_5 + t_6 \quad t_6 \geq 5t_{10} \\
& \quad t_1 \geq 10t_4 \\
& \quad \begin{bmatrix}
1 + t_5 \\
2(-x_1 - 10x_2) \\
1 - t_5 \\
1 + t_3 \\
2t_{17} \\
1 - t_3 \\
1 + t_4 \\
2t_{18} \\
1 - t_4
\end{bmatrix} \succeq 0 \\
& \quad \begin{bmatrix}
1 + t_{10} \\
2(-x_3 + x_4) \\
1 - t_{10} \\
1 + t_{17} \\
2(-x_2 + 2x_3) \\
1 - t_{17} \\
1 + t_{18} \\
2(-x_1 + 10x_4) \\
1 - t_{18}
\end{bmatrix} \succeq 0
\end{align*}
\]

Thus, we have generated a nice extremely-sparse second-order cone program. Unfortunately, we have added 13 new decision variables. Thus, this process has been wasteful.

Alternatively, before we employ this transformation, we can contract the system with the command

\[
\text{let csf=} \text{napply_mp (contract_ineq 'Left) csf;}
\]

This generates the program
\[
\begin{align*}
\min \quad & y \\
\text{over} \quad & x_1 \text{ in } \mathbb{R}^{[1,1]}, \ x_2 \text{ in } \mathbb{R}^{[1,1]}, \ x_3 \text{ in } \mathbb{R}^{[1,1]}, \\
& x_4 \text{ in } \mathbb{R}^{[1,1]}, \ y \text{ in } \mathbb{R}^{[1,1]}, \_4 \text{ in } \mathbb{R}^{[1,1]}, \\
& _5 \text{ in } \mathbb{R}^{[1,1]}, \_6 \text{ in } \mathbb{R}^{[1,1]}, \_17 \text{ in } \mathbb{R}^{[1,1]}, \\
& _18 \text{ in } \mathbb{R}^{[1,1]} \\
\text{st} \quad & _5 \geq (x_1 + 10.0 \times x_2)^2 \\
& _17 \geq (x_2 - 2.0 \times x_3)^2 \\
& _4 \geq (_18)^2 \\
& _18 \geq (x_1 - 10.0 \times x_4)^2 \\
& y \geq (_5 + _6 + (_17)^2 + 10.0 \times _4) \\
& _6 \geq [5.0] \times (x_3 - x_4)^2
\end{align*}
\]

This representation matches the problem

\[
\begin{align*}
\min_{(y,x,t)\in\mathbb{R}\times\mathbb{R}^5} \quad & y \\
\text{st} \quad & t_5 \geq (x_1 + 10x_2)^2 \\
& t_{17} \geq (x_2 - 2x_3)^2 \\
& t_4 \geq t_{18} \\
& t_{18} \geq (x_1 - 10x_4)^2 \\
& y \geq t_5 + t_6 + t_{17}^2 + 10t_4 \\
& t_6 \geq 5(x_3 - x_4)^2
\end{align*}
\]
Notice that we have eliminated eight decision variables. However, also note that we could potentially eliminate \( t_4, t_5, \) and \( t_6 \) within the constraint

\[
y \geq t_5 + t_6 + t_{17}^2 + 10t_4
\]

but did not. This illustrates a weakness within our typing and contraction rules. The function \( y, x, t \mapsto t_5 + t_6 + t_{17}^2 + 10t_4 \) is not monotonic in all variables since it contains the term \( t_{17}^2 \). However, it is monotonic in \( t_4, t_5, \) and \( t_6 \). Thus, if we want to correctly eliminate these variables, we must make an addition to our type system. Instead of monitoring whether a function is monotonic in all variables, we must keep track of the monotonicity in each variable. Despite this difficulty, we can still transform this problem into a second-order cone program with the command

\[
\text{let csf=apply_mp convex_quad csf;}
\]

This produces the following program

\[
\begin{align*}
\text{min} & \quad y \\
\text{over} & \quad x_1 \in \text{Real}[1,1], x_2 \in \text{Real}[1,1], x_3 \in \text{Real}[1,1], \\
& \quad x_4 \in \text{Real}[1,1], y \in \text{Real}[1,1], _4 \in \text{Real}[1,1], \\
& \quad _5 \in \text{Real}[1,1], _6 \in \text{Real}[1,1], _{17} \in \text{Real}[1,1], \\
& \quad _{18} \in \text{Real}[1,1] \\
\text{st} & \quad ([1.] - ([{-1.}])' * _5[1,1]; \{[2.] * [-1.]{-10.}] * \\
& \quad \{x1[1,1]; x2[1,1]}; [1.] + ([{-1.}])' *
\end{align*}
\]
This corresponds to the problem

\[
\begin{align*}
\min_{(y,x_i,t_i)\in\mathbb{R}^{5}\cap\mathbb{R}^5} & \quad y \\
\text{st} & \quad \begin{bmatrix} 1 + t_5 \\ 2(-x_1 - 10x_2) \\ 1 - t_5 \\ 1 + t_4 \\ 2t_{18} \\ 1 - t_4 \\ 1 + y - 10t_4 - t_5 - t_6 \\ 2t_{17} \\ 1 - y + 10t_4 + t_5 + t_6 \end{bmatrix} \geq Q_0 \\
& \quad \begin{bmatrix} 1 + t_{17} \\ 2(-x_2 + 2x_3) \\ 1 - t_{17} \\ 1 + t_{18} \\ 2(-x_1 + 10x_4) \\ 1 - t_{18} \\ 1 + t_6 \\ 2(- \sqrt[5]{x_3} + \sqrt[5]{x_4}) \\ 1 - t_6 \end{bmatrix} \geq Q_0
\end{align*}
\]

Hence, we have successfully generated a linear second-order cone program from the chained-singular function. As a final note, this problem highlights one possible challenge when employing transformations during the modeling process. Depending on what order we expand, transform, and contract a constraint we arrive at different transformations. These formulations may possess different properties. However, by automating these transformations, we can quickly check and determine which formulation is best for a particular application.
7.3 Type Checking

In the following discussion, we give two short examples of the type-checker and explore the accuracy of its analysis.

We begin with a simple function \( x, y \mapsto (x^2 + y^2)^5 \). Of course, we recognize this as the two-norm of the vertical concatenation of \( x \) and \( y \). Thus, the result must be convex. We represent this function in our language with

\[
\text{let sigma=} [ \text{:<var< x in Real[1,1] >> ; <:var< y in Real[1,1] >> ]];;
\text{let twonorm=} \text{:<exp< (x^2.+y^2.)^2. >> ;};
\]

Then, we type-check the expression with the command

\[
\text{let _=type_expr sigma twonorm;};
\]

This yields the result

\[
# - : Type_mathprog.texpr =
\text{TModel ([[('Convex, 'Bottom, 'Bottom, 'Real)]], 1, 1, 'Symmetric)}
\]

In other words, we assert that we have specified a convex function with an unknown polynomiality and monotonicity.

This example highlights one of the strengths of our analysis. As an alternative to our approach, we could simply catalog the convexity and monotonicity of each function such as addition, exponentiation, etc. Then, we know that the function \( x \mapsto f(g(x)) \) is convex when \( f \) is convex, increasing and \( g \) is convex. However, notice that the function the function
$x \mapsto x^5$ is not convex. In fact, this function is concave for $x \geq 0$. Thus, this alternative scheme can not correctly assert the convexity of this function.

In a similar manner, we can express the Frobenius norm of a matrix with the following command

```ocaml
let sigma=[ <:var< x in Real[5,3] >> ];;
let frobnorm= <:exp< (trace(trans(x)*x))ˆ0.5 >>;;
```

After we type check the result, we see that

```
- : Type_mathprog.texpr =
TModel ([['Convex, 'Bottom, 'Bottom, 'Real]], 1, 1, 'Symmetric)
```

Thus, we can assert the convexity of this function. This example demonstrates that we correctly type difficult expressions such as $\text{trans}(x)^*x$. Recall, we must represent the type of this expression with a matrix of properties. Then, even after taking the trace and square root of the result, we prove convexity.
Chapter 8

Conclusions

During our discussion, we have accomplished the following. We have developed a grammar suitable for representing a broad class of mathematical programs. Next, we have designed a type system which allows us to constructively prove properties about our problem. Based on this structure, we have developed a system of semantics which give an accurate mathematical depiction of our language. This foundation has allowed us to specify a series of transformations that manipulate our problem. Finally, we have concluded our discussion by considering three different examples.

The grammar specifies the internal structure of our language. We have found that a reduced version of lambda calculus that does not contain abstractions, but does include constants, allows us to be surprisingly expressive. This simplicity has been somewhat offset by the complexity of our types. Nonetheless we have found this complexity necessary to accurately depict the structure of a program.

The type system allows us to automatically characterize the mathematical properties of our problem. We have found that the most interesting typing rules occur during function application. This application allows us to combine variables and constants into more com-
plicated functions. It is at this point where we determine the mathematical properties of the resulting composition. In practice, this reduces to cataloging the different scenarios that can occur.

The semantics give the mathematical characterization of our language. We have found the key to this process has been not to view operations such as addition as a function that maps two concrete numbers to another. Rather, we view each function as a composition. In other words, we view addition as a function that accepts two functions as its arguments, then produces another function where we add the two arguments together. This allows us to establish a direct connection between our types, which represent mathematical properties, and our expressions. Once we define our semantics, we prove soundness of our language. This gives us confidence that our type system accurately depicts the mathematical properties of our problem.

We have used transformations as our primary tool for taking advantage of the underlying structural properties of our problem. In order to simplify this process, we have established a system of transformations that expand and contract the problem. These transformations allow us to expose many of the problem’s hidden structural features. Once we expose these features, we can reformulate the problem into a more computable form.

Our three examples have been chosen to demonstrate the following. The max-cut problem demonstrates the necessity of transformations from a modeling perspective. Simply, the semidefinite relaxation appears nothing like the original formulation. Thus, asking a user to manually manipulate the problem runs the risk of introducing errors. Second, the
chained singular function demonstrates the necessity of program analysis during program manipulation. Although this problem contains many convex, quadratic functions, they are not presented in a nice canonical form. Thus, we must ascertain their presence during our program analysis. Finally, the two and Frobenius norms demonstrate the power of our type system. Systems such as CVX and YALMIP use a much simpler scheme which can not prove the convexity of these functions. While our system is more complicated, it provides us with more flexibility.

8.1 Future Work

Our ultimate goal lies in extending these techniques to general purpose codes. In other words, we believe that we can prove whether a function written in C or Fortran is convex, polynomial, monotonic, or possesses some other mathematical property. Certainly, our analysis becomes more complicated. For example, consider the routine

```c
float polynomial(float x, int n){
    float y=1;
    for(int i=0; i<n; i++)
        y*=x;
    return y;
}
```

Depending on the value of n, the problem may be linear, quadratic, or neither. Regardless, we know this function represents some sort of polynomial. Thus, we don’t expect that
we can prove a certain property in all cases. Rather, we believe that we can prove these properties in many different, common situations.

Once we can prove properties about a general routine, we may transform it. This becomes especially interesting when generalizing the expansion and contraction transformations. Essentially, this amounts to decomposing a routine into several pieces which expose structure. This work is closely related to compiler optimizations. However, instead of transforming a routine so that it runs faster, we design transformations that alter the mathematical properties.

Each of these developments forces us to enrich the type system. As routines become more complicated, we require additional information to correctly classify their properties. For example, if we could guarantee that the variable $x \geq 0$, we could assert that the function $x \mapsto 1/x$ is convex. Which properties we analyze depends on the structure of the problem. Nonetheless, we have established a flexible typing scheme which extends to other properties.

Within combinatorial optimization, we have established a series of transformations that allow us to automatically relax an integer program into a semidefinite program. For example, we can apply the same techniques used to transform the max-cut problem to the graph partitioning problem. While these relaxations frequently give poor bounds, their overall utility remains unknown. Simply, generating these relaxations has been so prohibitive in the past, that researchers have been unable to comprehensively explore the accuracy of these relaxations. It may be that these relaxations are well suited toward branch and bound
algorithms. However, we must make generating these problems far easier before we can adequately explore this possibility.

Within global optimization, these techniques show promising applicability. One common technique to global optimization involves approximating each routine by a piecewise linear function. This results in an integer program that approximates the true problem. We can use our transformational techniques to automatically derive this formulation.

This same idea applies to problems within robust optimization. One possible robust formulation of a linear program results in a second-order cone program. Similarly, a robust formulation of a second-order cone program results in a semidefinite program. We can use our methods to automatically derive each of these formulations.

Finally, we should not restrict ourselves to only considering mathematical programs. Discovering and exploiting hidden structure within a problem has direct implications to differential equations, dynamical systems, and other mathematical models. In the end, our goal lies in developing techniques that allow us to analyze and transform each of these problems.
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